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Abstract— Energy is one of the basic needs for human 

being. One of the most vital energy sources is electricity. 

Electricity is a type of energy that sustains survival of 

human being, more particularly in industrial sector. 

Efficiency in industrial sector refers to a state where 

electricity is used to as little as possible to produce the 

same amount of product. The case study was conducted in 

marine commodity sector, anchovy and jellyfish supplier. 

The supplier was classified as SME that installed 33,000 

VA electric powers (B2). The data were in the form of 

energy consumption intensity (ECI) and specific energy 

consumption (SEC) to determine the energy efficiency 

level. The objective of the study was to classify the 

efficiency level of electricity consumption using Sugeno 

Fuzzy method. The findings of the study were 1) the 

average ECI between January, 2016 and April, 2017 was 

1,949 kWh/m2; it was classified as efficient; 2) the 

average SEC at the same period was 126,108 kWh/ton; it 

was classified as excessive. Sugeno Fuzzy logic was 

implemented to determine efficiency level of electricity in 

this company. Based on the average ECI and SEC, the 

electricity consumption of the company was categorized 

as excessive with FIS Sugeno output of 0.803. 

Keywords— Electrical Power, Efficiency, Fuzzy 

Sugeno, ECI, SEC 

 

I. INTRODUCTION 

Energy is one of the basic needs for human being. One of 

the most vital energy sources is electricity. Electricity is a 

type of energy that sustains survival of human being, 

more particularly in industrial sector. Efficiency in 

industrial sector refers to a state where electricity is used 

to as little as possible to produce the same amount of 

product. The case study was conducted in marine 

commodity sector, anchovy and jellyfish supplier. The 

supplier was classified as SME that installed 33,000 VA 

electric powers (B2). In 2015, the marine commodity 

supplier consumed 14,534 kWh of electricity and 

produced 133,460 kilograms of anchovy and jellyfish. 

This study described the use of electricity during 

production, the energy consumption intensity (ECI) and 

specific energy consumption (SEC) to determine 

efficiency level of electricity. The findings were 

efficiency level of electricity consumption in the company 

(marine commodity supplier) as well as to evaluate 

whether or not Sugeno FIS algorithm was applicable in 

this case study. The supplier may use the findings to 

evaluate how much electricity they use during production, 

maintenance and for operating their electrical appliances. 

 

II. METHODOLOGY 

Electrical Energy 

Electrical energy is type of energy generated from the 

flow of electrical charges. Energy is ability to do an 

activity or apply certain power to move an object. In 

terms of electrical energy, force is the attraction of 

electricity or repulsion between charged particles. 

Electrical energy can be either potential energy or energy, 

which is usually stored as potential energy, stored in 

relative positions of charged particles or electric fields. 

Charged particles moves through wires or other media 

called current or electricity. In addition, there is static 

electricity, which results from an imbalance or separation 

of positive and negative charges on an object. Static 

electricity is a form of electrical potential energy. If 

enough charge accumulates, electrical energy can be 

released to form sparks (or even lightning), which have 

electrical kinetic energy. 

Energy Consumption Intensity (ECI) 

Energy Consumption Intensity (ECI) is the division 

between energy consumption and total area of a building 

(SNI 03-6196, 2000). Energy consumption refers to the 

amount of energy consumption of both electrical energy 

and other energy sources in one building within one year. 

https://dx.doi.org/10.22161/ijaers.4.9.1
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Electricity consumption for one year (KWH / year) is 

obtained from electricity bill, while other energy 

consumption is obtained from records of fuel 

consumption or consumption of other energy sources. 

Energy Consumption Intensity (ECI) is term used to 

describe the amount of energy used per square meter of 

gross total area of a building within certain period of time 

(per year or per month). 

)( building a of area total

)(n consumptioenergy  total
 ECI

22 m

kWh

m

kWh










  

Specific Energy Consumption 

Specific energy consumption (SEC) is the amount of 

energy used for production. These elements are used to 

measure specific energy consumption (SEC) of an 

industry. 

1. Energy consumption of an industry for certain 

period of time (kWh/period of time, GJ/period of 

time) 

2. Total production for certain period of time 

(ton/period) 

The following equation can be used to measure the 

specific energy consumption (SEC) of an industry. 

)( production total

)(n consumptioenergy  total
 SEC

ton

kWh
   (2) 

Fuzzy Sugeno 

Sugeno Fuzzy method is fuzzy inference method for rules 

represented in the form IF-THEN, where system output 

(consequently) is not in the form of fuzzy set, but rather a 

constant or a linear equation. This method was introduced 

by Takagi-Sugeno Kang in 1985. [6] Sugeno model uses 

the Singleton membership function, membership function 

of which membership degree is 1 on a single crisp value 

and 0 on another crisp value. 

 

Zero-Order Sugeno Fuzzy Model  

In general, the equation for the zero-order Sugeno Fuzzy 

model is IF (x1 is A1) • (x2 is A2) • (x3 is A3) • ... .. • 

(XN iS AN) THEN z = k. A1 is the set of Ith fuzzy as 

antecedent and k is a constant as a consequence. 

Advantage of the Sugeno-type FIS is zero-order is often 

sufficient for various modeling purposes. [7]. 

 

III. RESULT AND IMPLEMENTATION 

Data Management 

This study uses Fuzzy Logic, particularly Fuzzy Inference 

System (FIS) with zero-order Sugeno Method. Fuzzy 

logic is often used to calculate vague score. In accordance 

to the Fuzzy Logic theory, the theory requires input score, 

input variable and linguistic variable. This study involves 

various processes or stages of the zero-order Sugeno 

method, from the start until the end. The stages are as 

follow: 

A. Preparation 

Prior to ECI and SEC data input to Sugeno FIS method, 

the researchers should do these steps. 

1. Calculating ECI and SEC score 

Table 1 described the 2015 ECI and SEC score of the 

marine commodity supplier. 

Table 1. 2015 ECI and SEC of the Company 

No Month 
ECI 

(kWh/m2) 

SEC 

(kWh/ton) 

1 January 3,504 125,824 

2 February 4,574 110,997 

3 March 5,522 97,637 

4 April 1,880 107,033 

5 May 1,864 106,955 

6 June 1,249 85,853 

7 July 2,125 111,385 

8 August 2,078 118,159 

9 September 1,419 97,652 

10 October 4,762 111,935 

11 November 3,793 122,810 

12 December 1,438 100,892 

Total 34,207 108,932 

Minimum 1,249 85,853 

mean 2,851 108,094 

Maximum 5,522 125,824 

 

2. Classifying the ECI and SEC variables 

Having obtained the ECI and SEC scores, the following 

stage was to classify ECI and SEC variables. 

Standardized ECI for non air conditioned room from the 

Department of Education and Culture was used as 

reference for ECI variable classification since the supplier 

did not use any air conditioner. Table 2 described the 

criteria for the ECI variable. 

Table 2 ECI Variable Criteria 

Kriteria Range of ECI 

Very efficient 0,84 s/d 1,67  

efficient 1,67 s/d 2,50  

Excessive 2,50 s/d 3,34  

Really Excessive 3,34 s/d 4,17  

 

Table 3.SEC Variable Criteria 

Kriteria Range of SEC 

very good  ≤ 85,853 

good 85,853 s/d 108,094 

poor 108,094 s/d 125,824 

Very poor ≥ 125,824 

 

Data Input Process 

The ECI and SEC were used as the input for the Sugeno 

https://dx.doi.org/10.22161/ijaers.4.9.1
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FIS method. The input was conducted manually into the 

system. Both data were used as the required parameter to 

determine how much electricity the company used.  

Sugeno Fuzzy Process 

In using the FIS sugeno method required some process 

done, namely the formation of membership functions for 

input variables, formation of combination rules 

(fuzzyfikasi), and affirmation (defuzzyfikasi). 

There were several steps in the Sugeno FIS method, 

namely membership function for the input variable, 

fuzzyfication and defuzzyfication.  

1. Membership Function 

Based on the literature related to fuzzy membership 

function and the criteria of ECI and SEC in Table 2 

and 3, the membership function for ECI variable 

was as follow (Figure 1). 

 
Fig 1. Membership Function of ECI Variable 

 

Meanwhile, Figure 2 described the membership 

function for SEC variable. 

 
Fig 2. Membership Function of SEC Variable 

 

2. Combination and Weighting  

Table 4 described the combination used in this 

study. 

Table 4. Combination for Electricity Consumption 

No 

Input Output 

ECI SEC 
Electricity 

Consumption 

1 Very efficient Very good Very efficient 

2 Very efficient good efficient 

3 Very efficient poor quite efficient 

4 Very efficient Very poor 
quite 

Excessive 

5 efficient Very good efficient 

6 efficient good quite efficient 

7 efficient poor quite 

Excessive 

8 efficient Very poor Excessive 

9 Excessive Very good quite efficient 

10 
Excessive 

good 
quite 

Excessive 

11 Excessive poor Excessive 

12 Excessive Very poor Excessive 

13 
Really 

Excessive 
Very good 

quite 

Excessive 

14 
Really 

Excessive 
good 

Excessive 

15 
Really 

Excessive 
poor 

Excessive 

16 
Really 

Excessive 
Very poor 

Really 

Excessive 

 

3. Defuzzyfication 

To determine electricity consumption in the 

company, combination of the two variables as 

described in Table 4 was the requirement. The 

following formula was used to determine the output. 

 

n

nn wwww
Z










...

)(...)()()(

321

332211
 (5) 

Description: 

Z = weighted average output and the constant (k), 

 α = α-predicate = minimum score from the nth 

fuzzyfication 

 W = Weights for each determination in the fuzzyfication 

 

Based on the rules in Table 4 and the calculation of Z 

score after calculating the average weighting, it was 

confirmed the criteria described in Table 5 should be used 

to determine the electricity consumption 

 

Table 5 Criteria for Electricity Consumption 

Kriteria Range 

Very efficient Z ≤ 0.25 

efficient 0.25 < Z ≤ 0.375 

quite efficient 0.375 < Z ≤ 0.5 

quite Excessive 0.5  < Z ≤ 0.625 

Really 

Excessive 

0.625 < Z ≤ 0.875 

quite Excessive 0.875 < Z ≤ 1 

 

Result 

This stage is the last stage, which displays the results of 

the processing of two input data into FIS sugeno method 

in the form of Z value and grouped according to criteria 

according to table 5. Manual calculation for sample 

training data from CV. Mahera 2015 in determining the 

https://dx.doi.org/10.22161/ijaers.4.9.1
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use of electricity with two variables of ECI and SEC is as 

in table 6 below: 

 

Table 6. Final Result of Training Data 2015 by 

Calculating Manual of FIS Sugeno Method 

Mont

h 

ECI 

(kWh/ 

m2) 

SEC 

(kWh/ 

ton) 

FIS 

Manua

l 

Electricity 

Consumptio

n 

Jan 3,504 125,824 1 
Really 

Excessive 

Feb 4,574 110,997 0,875 Excessive 

Mar 5,522 97,637 0,875 Excessive 

Apr 1,880 107,033 0,4375 
Quite 

Efficient 

May 1,864 106,955 0,4375 
Quite 

Efficient 

Jun 1,249 85,853 0,25 
Sangat 

Efficient 

Jul 2,125 111,385 0,625 
Quite 

Excessive 

Aug 2,078 118,159 0,75 Excessive 

Sep 1,419 97,652 0,375 Efficient 

Oct 4,762 111,935 0,875 Excessive 

Nov 3,793 122,810 0,9375 
Really 

Excessive 

Dec 1,438 100,892 0,375 Efficient 

 

The last stage referred to describing the result of 

processing two inputs into the Sugeno FIS method. The 

result was Z score which was later classified based on the 

criteria described in Table 5. Table 6 described manual 

data analysis for electricity consumption in CV. Mahera 

in 2015 using two variables, ECI and SEC. 

Table 6. The 2015 Training Data Result using Sugeno FIS 

Manual Calculation 

System Implementation 

Figure 3 described the real implementation in the matlab. 

 
Fig 3. FIS Implementation using Matlab 

Figure 3 showed that when user entered the ECI of 1.9 

kWh/m2 and SEC of 129 kWh/ton, the electricity 

consumption (output) was 0.775, which was categorized 

as excessive. To replace the input, the user put a score on 

the input column between brackets ([ECI SEC]) and 

pressed the enter button. The program would 

automatically display the output. Another method was to 

shift the red line in the ECI and/or SEC variables in order 

to automatically change the electricity consumption score. 

Analysis of the Test Result 

Based on the testing using matlab in Table 7, the Sugeno 

FIS method was able to provide satisfying results or 

expected outcome. 

 

IV. CONCLUSION 

Based on the data related to the system implementation 

and testing obtained from the company between January, 

2015 to April 2017, the average Energy Consumption 

Intensity (ECI) for January, 2016 to April 2017 is 1.949 

kWh/m2; the score is categorized as efficient. On the 

other hand, the average of Specific Energy Consumption 

(SEC) from January, 2016 to April, 2017 is 126.108 

kWh/ton; it is categorized as excessive.  

Based on the average of ECI and SEC between January, 

2016 and April, 2017, the consumption of electricity in 

CV. Mahera is categorized as excessive with the Sugeno 

FIS output 0.803. The Fuzzy logic with the zero-order 

Sugeno method is applicable for determining efficiency 

level of electricity consumption in a company. The 

efficiency level is shown based on the result of 

processing, analysis, and accuracy testing of the data 

obtained from the company. 
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Abstract— In the broadest definition, a sensor is 

an electronic component, module, or subsystem whose 

purpose is to detect events or changes in its environment 

and send the information to other electronics, frequently 

a computer processor. Temperature is most-measured 

process variable in the industrial automation. The most 

commonly, temperature sensor was used to convert the 

temperature value to the electrical value. The 

temperature sensors are the key to read the temperatures 

correctly and to control the temperature in the industrials 

applications. Such “smart” temperature sensors combine 

a sensor and interface electronics on the single chip, and 

are preferably manufactured in a low-cost standard 

CMOS process.  

Keywords—CMOS, Sensor, Temperature. 

 

I. INTRODUCTION 

Temperature sensors are widely applied in measurement, 

instrumentation, and control systems. In many 

applications, it would be attractive to use the temperature 

sensors which generate a readily interpretable temperature 

reading in the digital format. 

Temperature is unique of the supreme significant 

important physical quantities and is almost common in 

our day-to-day life and which is autonomous of the 

amount of material i.e. temperature is having intensive 

property. CMOS temperature sensor which is designed 

using self-bias differential voltage controlled ring 

oscillator at 180 nm TSMC CMOS technology to achieve 

low jitter operation.  Temperature sensor and its various 

components Used VCRO has full range voltage 

controllability along with a wide tuning range from 185 

MHz to 810 MHz, and with free running frequency of 93 

MHz. Power dissipation of Voltage controlled ring 

oscillator at 1.8V power supply is 438.91µW.There are 

different types of smart sensors used in many fields of the 

industry like, biomedical application, control systems, 

security systems etc. These Microsystems combine 

sensing, accuracy and signal processing in a microscopic 

scale. Examples of smart sensors include  

• Temperature sensors  

• Pressure sensors  

• Accelerometer sensors  

• Optical sensors  

• Humidity sensors  

• Gas sensors  

 

II. TEMPRATURE SENSOR 

Temperature is one of the most important fundamental 

physical quantities that are a measure of hotness and 

coldness on a numerical scale. Temperature sensors are 

widely used in measurement, instrumentation, and control 

systems. In many applications, it would be attractive to 

use the temperature sensors which produce readily 

interpretable temperature reading in the digital format [2]. 

Such “smart” temperature sensors combine a sensor and 

interface electronics on the single chip, and are preferably 

manufactured in a low-cost standard CMOS process. 

Block diagram and Circuit diagram for temperature 

sensor is shown below in fig 2.1.  

 FIG 2.1 (A) BASIC BLOCK DIAGRAM OF TEMPERATURE 

SENSOR 

 
FIG 2.1 (B)  SCHEMATIC OF TEMPERATURE SENSOR 

COMPONENT 
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It consist ring oscillator [1], transmission gate and pulse 

counter circuit. Pulse counter circuit is designed using d 

flip flop. The oscillation period (1/f) is converted in to a 

number of oscillations by applying enable signal of fixed 

pulse width (PW), and the number of oscillations is stored 

in the counter to produce the digital output [3] 

 

III. VOLTAGE CONTROLLED RING 

OSCILLATOR 

The voltage controlled ring oscillator is used to generate a 

signal of specific frequency. This VCO is designed using 

self-bias differential ring oscillator as shown in figure 3.1. 

A ring oscillator device is composed of odd number of 

NOT gates and whose output is oscillates between the 

two voltage levels, representing logic ‘1’ and logic ‘0’.  

In this figure 3.1, the MOSFETs M7 and M13 operate as 

inverter while MOSFETs M2 and M18 operate as current 

sources. The current sources are used to limit the current 

available to the inverter or it can be said that the inverter 

is starved for the current. So this type of oscillator is 

called current starved voltage controlled oscillator. Here 

the drain currents of MOSFETs M1 and M12 are the 

same and are set by the input control voltage. The other 

transistors are added just to form the 5-stages of ring 

oscillator because the 5-stage ring oscillator gives better 

VCO characteristic and frequency range.  

 
Fig 3.1: Voltage Controlled Ring Oscillator 

 

This VCO characteristic also depends on the width and 

length parameters. So the width and length of each 

MOSFET is chosen very carefully according to the used 

technology. Specification table for ring oscillator is 

shown in table 3.1. Length and width of MOS transistor is 

set according to technology. 

Table 3.1: Specification for Ring Oscillator 

 

IV. TEMPERATURE SENSOR COMPONENT 

AND SENSOR 

The temperature sensor component is shown in fig 4.1. It 

consists of a ring oscillator and a pulse counter circuit. 

The oscillation period (1/f) of voltage controlled ring 

counter is converted to a number of oscillations by 

applying  enable signal of fixed pulse width, and the 

number of oscillations is stored in the counter to produce 

the digital output. Additional circuitry between the enable 

input and the ring oscillator is used to remove 

synchronization problem, and the sensor outputs are 

connected to transmission gates to avoid unnecessary 

toggling [4]. The reason of synchronization problem is 

the oscillator frequency which is temperature-dependent 

[6].  

 
Fig 4.1: Temperature Sensor component 

S.No. Parameter Values 

1. Technology 180nm 

2. 
Threshold 

Voltage 
0.37V 

3. 

Minimum 

Operating 

Voltage 

1.8 V 

4. NMOS Length=0.18u Width=0.60u 

5. PMOS Length=0.18u Width=1.62u 
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The complete diagram of temperature sensor contains two 

temperature sensor components, level shifter, two buffers,  

two comparator circuit, three XOR gate and one AND 

gate. Temperature sensor component is used to take 

readings simultaneously at given temperature readings 

VKT and operating voltage (VOP) of system. These 

readings (TKT,t and VOP,t) is taken at time t. Low-voltage 

up level shifters convert the lower voltage, taken from 

output of temperature sensor component 1 to higher 

voltage. Comparator compares each temperature reading 

with previous temperature reading to produce output [5]. 

Previous temperature readings are stored in buffer circuit. 

The two comparator outputs are then passed into an XOR 

gate circuit, which determines if the temperature(VKT) 

sense by temperature sensor component 1, depends at 

operating voltage VOP (same as VOP) of temperature 

sensor component 2 or not. If both VKT and VOP are same 

then XOR gate gives logic zero output and if different 

then gives logic ‘1’ output. Circuit diagram of 

temperature sensor is shown in fig 4.2. 

 
Fig 4.2: Temperature Sensor 

 

 

V. RESULT AND ANALYSIS 

Delay and power dissipation of temperature sensor 

component is given in table 5.1. 

Table 5.1: Delay & Power Dissipation at different VDD of 

sensor Component 

Vdd(V) Delay (nS) Power Dissipation 

(mW) 

1.8 1.528 2.1465 

1.6 3.442 1.437 

1.4 5.379 0.810 

1.2 6.962 0.548 

1.0 8.047 0.263 

 

Table 5.2: Delay and Power Dissipation of Temperature 

sensor at different Temperature 

Temperature (ºC) Delay (nS) 

Power 

Dissipation 

(mW) 

27 7.656 80.88 

37 6.923 83.235 

47 5.357 89.56 

57 3.514 102.35 

 

Table 5.3: Delay and Power dissipation of Temperature 

sensor at different VTH 

VDD (V) Delay (nS) 
Power Dissipation 

(mW) 

0.37 7.656 80.88 

0.47 9.534 76.475 

0.57 10.916 65.32 

0.67 12.546 60.44 

 

VI. CONCLUSION 

A voltage controlled ring oscillator-based CMOS 

temperature sensor has been designed at 180 nm CMOS 

TSMC technology. The proposed temperature sensor 

occupies smaller silicon area with higher resolution than 

the conventional temperature sensor based on band gap 

reference. Various parameters like delay and power 

dissipation of other circuits are also calculated with 

respect to different power supply & threshold voltages. 

Result shows that speed and power dissipation of circuit 

are directly proportional to power supply voltage. Power 

dissipation and delay of VCRO  based temperature sensor 

at 5V power supply is 80.88mW and 7.656 nS 

respectively. 
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Abstract—In this paper an alternative version of the well-

known “light clocks” experiment is discussed. The so-

called Lorentz transformations, backbone of the Special 

Relativity theory, are herein deduced by resorting to the 

above-mentioned experiment, albeit with a different 

meaning. Time dilation and length contraction are not 

considered as being real phenomena. Time, in fact, is 

peremptorily postulated as being absolute. Nonetheless, 

this strong assumption does not imply that instruments and 

devices of whatever kind, finalized to measure time, are not 

influenced by motion. In particular, although the “light 

clock” in the mobile frame ticks, so to say, more slowly 

than the one at rest, it can be easily shown how no time 

dilation actually occurs. The apparent length contraction 

is considered as being nothing but a banal consequence of 

a deceptive time measurement. 

Keywords—Lorentz Transformations, Special Relativity, 

Light Clocks, Absoluteness of Time. 

 

 

I. INTRODUCTION 

Firstly, it is fundamental to underline how time is 

considered as being absolute. Such an assumption, that 

could undoubtedly sound very anachronistic, does not 

imply that instruments and devices of whatever kind, 

finalized to measure time, are not influenced by motion and 

gravity [1] [2] [3]. Space is herein considered as being flat. 

The speed of light is considered as being constant and 

independent of the motion of the source.  

Let’s consider two “light clocks”, initially at rest. At the 

beginning, the origins of the corresponding frames of 

reference, denoted by O and O’, are coincident. The 

homologous axes are parallel. We have two light sources, 

placed in O and O’, and two corresponding receivers, 

placed in R and R’, along the axes y and y’ respectively. 

The distances between the sources and the corresponding 

receivers, identifiable with the heights of the clocks, are 

constant and equal to each other. Consequently, R and R’ 

coincide when the frames are still at rest. When t=0, the 

clock whose frame is centered in O’ starts moving 

rightwards, along x and x’, with a constant speed, denoted 

by v, whose value cannot equate that of light. The motion 

consists in a simple translation. Simultaneously, both the 

sources are switched on: light is propagated along any 

direction, with a constant speed denoted by c.  

Let’s now suppose that when t=T a light signal is 

simultaneously received in R and R’. We contemplate two 

paradoxical scenarios. 

 

The first scenario is qualitatively depicted in Figure 1.  

 
Figure 1. Variable Speed of Light 

When t=T, denoting with l the height of the clocks, we can 

write the following:  

𝑂𝑅̅̅ ̅̅ = 𝑂′𝑅′̅̅ ̅̅ ̅̅ = 𝑙 = 𝑐𝑇 (1) 

𝑂𝑂′̅̅ ̅̅ ̅ = 𝑣𝑇 (2) 

For the signal to be simultaneously received in R and R’, 

light should travel, along the linear path bordered by O and 

R’, with a greater speed whose value, denoted by c’, should 

be provided by the following relation:  

𝑐′ =
𝑂′𝑅′̅̅ ̅̅ ̅̅

𝑇
=

√𝑂𝑅′̅̅ ̅̅ ̅2 + 𝑂𝑂′̅̅ ̅̅ ̅2

𝑇
= √𝑐2 + 𝑣2 (3) 

Obviously, such a scenario would clearly contradict the 

hypothesis according to which the speed of light is 

constant. In this case, in fact, the speed of the light signal 

would depend on the motion of the source. Consequently, 

at least as far as the above-mentioned explanation is 

concerned, the signal cannot be simultaneously received.   

The second scenario is qualitatively depicted in Figure 2. 
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Figure 2. Variable “Light Clock” Height 

 

This time, for the signal to be simultaneously received in R 

and R’, the mobile device should undergo a contraction 

along the direction orthogonal to the one along which the 

motion takes place.  

If we denote with γ the so-called Lorentz factor [4] [5], the 

reduced height of the mobile “light clock” would be 

provided by the following relation:  

𝑂′𝑅′̅̅ ̅̅ ̅̅ = √𝑂𝑅′̅̅ ̅̅ ̅2 − 𝑂𝑂′̅̅ ̅̅ ̅2 = 𝑂𝑅′̅̅ ̅̅ ̅√1 − (
𝑣

𝑐
)

2

=
𝑂𝑅′̅̅ ̅̅ ̅

𝛾
 (4) 

Very evidently, the scenario just imagined would clearly 

contradict the hypothesis according to which the heights of 

the clocks must remain constant. According to Special 

Relativity [6], in fact, the so-called “Lorentzian” 

contraction should exclusively occur along the direction of 

the motion. Consequently, once again, we cannot accept 

the possibility that the signal may be simultaneously 

received in R and R’. At this point, we are forced to admit 

that the signal must be received in R first, and then in R’.  

Let’s now investigate the real scenario.  

On this purpose, we can suppose that when t=T’ the signal 

is received in R’. The signal that followed the path 

bordered by O and R was previously received in R when 

t=T, with T<T’.  

The real scenario in qualitatively depicted in Figure 3. 

 
Figure 3. Real Scenario 

Exploiting Figure 3, we can easily write the following:  

𝑂𝑂′̅̅ ̅̅ ̅ = 𝑣𝑇′ (5) 

𝑂𝑅′̅̅ ̅̅ ̅ = 𝑐𝑇′ (6) 

𝑐𝑇 = 𝑙 = √𝑂𝑅′̅̅ ̅̅ ̅2 − 𝑂𝑂′̅̅ ̅̅ ̅2 = 𝑐𝑇′√1 − (
𝑣

𝑐
)

2

 (7) 

𝑇′

𝑇
=

1

√1 − (
𝑣
𝑐

)
2

= 𝛾 
(8) 

In theory, the phenomenon just analysed can recur 

indefinitely: suffice it to think that, for example, the 

receivers can consist in, and the sources can be replaced 

by, a couple of mirrors. Obviously, the measuring of the 

time elapsed clearly depends on the number of oscillations.  

Consequently, although time keeps on being absolute, we 

can state that its measurement depends on the state of 

motion. In other terms, if we denote with tf the 

measurement, that coincides with the absolute one, of the 

time elapsed in the frame at rest, and with tm the 

measurement of the time elapsed in the mobile frame, we 

can write:  

𝑡𝑓 = 𝛾𝑡𝑚 (9) 

II. THE “FAKE” TRANSFORMATIONS 

Let’s suppose that, at t=0, the mobile frame starts moving 

rightward with a constant speed equal to v.  

Simultaneously, a light signal is sent from a generic point 

denoted by P.  

The scenario is qualitatively depicted in Figure 4. 

 
Figure 4. Direct Transformations 

 

If we denote with tm,a the time actually elapsed when the 

signal is received in O’, and with tm the corresponding time 

measurement provided by the mobile light clock, we have:  

𝑂𝑂′̅̅ ̅̅ ̅ = 𝑣𝑡𝑚,𝑎 (10) 

𝑡𝑚 =
𝑡𝑚,𝑎

𝛾
 (11) 

𝑂𝑂′̅̅ ̅̅ ̅ = 𝛾𝑣𝑡𝑚 (12) 
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If we denote with xm,a the absolute distance between O’ and 

P, as soon as the signal is received in O’, and xm the 

corresponding measurement deduced by exploiting the 

mobile clock, we have:  

𝑥𝑚,𝑎 = 𝑂′𝑃̅̅ ̅̅ ̅ = 𝑐𝑡𝑚,𝑎 (13) 

𝑥𝑚 = 𝑐𝑡𝑚 =
𝑐𝑡𝑚,𝑎

𝛾
 (14) 

𝑂′𝑃̅̅ ̅̅ ̅ = 𝑐𝑡𝑚,𝑎 = 𝛾𝑥𝑚 (15) 

If we denote with xf the distance, absolute by definition, 

between P and O, we can write:  

𝑥𝑓 = 𝑂𝑃̅̅ ̅̅ = 𝑂′𝑃̅̅ ̅̅ ̅ + 𝑂𝑂′̅̅ ̅̅ ̅ = 𝛾(𝑥𝑚 + 𝑣𝑡𝑚) =
𝑥𝑚 + 𝑣𝑡𝑚

√1 − (
𝑣
𝑐

)
2
 

(16) 

If we denote with tf the time actually elapsed between the 

signal emission and the moment it is received in O, we can 

evidently write: 

𝑡𝑓 =
𝑥𝑓

𝑐
 (17) 

Moreover, very banally, from (14) we obtain:  

𝑡𝑚 =
𝑥𝑚

𝑐
 (18) 

From (16), (17), and (18), we have:  

𝑡𝑓 =

𝑥𝑚

𝑐
+ 𝑣

𝑡𝑚

𝑐

√1 − (
𝑣
𝑐

)
2

=
𝑡𝑚 +

𝑣𝑥𝑚

𝑐2

√1 − (
𝑣
𝑐

)
2
 (19) 

From (16) and (19), if we replace xf with x, xm with x’, tf 

with t, and tm with t’, we obtain the underlying well-known 

relations, that represent the so-called direct Lorentz 

Transformations [4] [5]: 

𝑥 =
𝑥′ + 𝑣𝑡′

√1 − (
𝑣
𝑐

)
2
 

(20) 

𝑡 =
𝑡′ +

𝑣𝑥′
𝑐2

√1 − (
𝑣
𝑐

)
2
 (21) 

Let’s now suppose that at t=0 the mobile frame starts 

moving leftward with a constant speed equal to v. 

Simultaneously, once again, a light signal is sent from a 

point P.  

This time, very evidently, the signal reaches O first.  

The scenario is qualitatively depicted in Figure 5. 

 

 
Figure 5. Inverse Transformations 

 

At this point, maintaining the notation and exploiting the 

same line of reasoning we have followed in order to deduce 

the direct transformations, we can write: 

𝑥𝑓 = 𝑂𝑃̅̅ ̅̅ = 𝑂′𝑃̅̅ ̅̅ ̅ − 𝑂𝑂′̅̅ ̅̅ ̅ = 𝛾(𝑥𝑚 − 𝑣𝑡𝑚) =
𝑥𝑚 − 𝑣𝑡𝑚

√1 − (
𝑣
𝑐

)
2
 

(22) 

𝑡𝑓 =

𝑥𝑚

𝑐
− 𝑣

𝑡𝑚

𝑐

√1 − (
𝑣
𝑐

)
2

=
𝑡𝑚 −

𝑣𝑥𝑚

𝑐2

√1 − (
𝑣
𝑐

)
2
 (23) 

In order to deduce the inverse transformations in their usual 

form, we have to replace, this time, xm with x, tm with t, xf 

with x’ and tm with t’.  

From (22) and (23) we obtain: 

𝑥′ =
𝑥 − 𝑣𝑡

√1 − (
𝑣
𝑐

)
2
 

(24) 

𝑡′ =
𝑡 −

𝑣𝑥
𝑐2

√1 − (
𝑣
𝑐

)
2
 (25) 

The replacements we have carried out in order to deduce 

the inverse transformations can be easily legitimised by 

means of a simple observation: as far as the scenario 

depicted in Figure 5 is concerned, the frame at rest receives 

the signal in advance with respect to the mobile one.  

Consequently, it is as if the frame at rest were in motion 

towards the emission point.  

It is worth underlining that, at this point, we can easily 

deduce a shorter and more elegant version of the 

transformations by exploiting the hyperbolic functions.  

Let’s carry out the following position: 

𝑣

𝑐
= tanh 𝜑  (26) 

From the previous identity we can banally deduce the so-

called boost parameter:  

𝜑 = tanh−1 (
𝑣

𝑐
) (27) 
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From (26) we immediately obtain: 

𝛾 =
1

√1 − (
𝑣
𝑐

)
2

=
1

√1 − tanh2 𝜑
= cosh 𝜑 

(28) 

At this point, for example, the inverse transformations can 

be rewritten as follows:  

𝑥′ = 𝑥 cosh 𝜑 − 𝑐𝑡
𝑣

𝑐
cosh 𝜑 = 𝑥 cosh 𝜑 − 𝑐𝑡 sinh 𝜑 (29) 

𝑐𝑡′ = 𝑐𝑡 cosh 𝜑 − 𝑥
𝑣

𝑐
cosh 𝜑 = −𝑥 sinh 𝜑 + 𝑐𝑡 cosh 𝜑 (30) 

Finally, from the previous two relations we can 

immediately obtain the well-known underlying form: 

( 𝑥′
𝑐𝑡′

) = (
cosh 𝜑 − sinh 𝜑

− sinh 𝜑 cosh 𝜑
) (

𝑥
𝑐𝑡

) (31) 

III. BRIEF CONCLUSIONS 

The Lorentz Transformations are herein deduced by 

exploiting the well-known “light clocks” thought 

experiment. As provocatively suggested by the title, we 

highlight some contradictions that arise from 

hypothesizing that the above-mentioned devices, 

coherently with the well-known hypotheses under which 

the experiment is commonly carried out, could receive the 

light signals simultaneously. It is worth underlining how, 

in the light of some noteworthy criticisms concerning 

Special Relativity [7] [8], we have elsewhere carried out a 

further alternative deduction of the Lorentz 

Transformations [9], by hypothesizing a closed Universe, 

belonging to the so called oscillatory class [10] [11], 

globally flat, characterized by four spatial dimensions [12]. 
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Abstract— Many authors at criticizing the conventional 

explanation of aerodynamic lift based on Bernoulli's law 

commit the same mistake laying within the scope of 

mechanics and ignoring the effects of viscosity in the 

generation of forces. Because it is an irreversible process, 

we affirm that it is not possible to generate lift without 

increasing entropy. And for an increase of entropy it must 

be considered the viscosity and vorticity. 

Keywords— viscosity, vorticity, lifting, entropy. 

 

I. INTRODUCTION 

The Lift force (L) is an extraordinary force, especially 

when trying to understand how it is possible for an 

aircraft, such as an Airbus, to take off and fly so 

smoothly. The lift force is the component of the 

aerodynamic force acting in the direction perpendicular to 

the air flow. The other component of aerodynamic force 

is the drag that acts against the body's motion. Both 

depend on pressure distributions and shear stresses (FOX 

and McDONALD(4), 2001; ANDERSON(2), 2001). 

The Lift force L can be represented by: 

L = CL ρ v2 S / 2, 

where CL is the lift coefficient, determined for each wing 

profile and which varies according to the angle of attack, 

ρ is the specific mass of air; S is the projected area over 

the plane perpendicular to the wind direction and v is the 

wind speed relative to the aerodynamic profile (relative 

wind). 

 

II. CIRCULATION, VORTICITY AND 

TURBULENCE 

ALLEN(1) (1982) comments that when an ideal flow is 

produced around a cylinder such that all flow lines are 

concentric circles, the observed motion is defined as 

circulation. According to other authors, circulation is a 

mathematical concept applied to the flow of fluids: the 

scalar product line integral of velocity v with the line 

element dl (WELTNER(6) et al). If this integration is 

carried out along a closed path and is not null, its value is 

the circulation, Γ, this is é: 

Γ =∮ v.dl . 

Considering this constant magnitude throughout the flow 

region of an ideal flow, the velocity is inversely 

proportional to the radius, that is  

v = Γ/2πr 

If the flow of circulation around the cylinder is 

superimposed by a linear flow on the cylinder, a holding 

force is produced perpendicular to the direction of flow. 

Vortex is a portion of the fluid in rotational motion and 

vorticity, ω, is the measure of the rotational motion of a 

small element of fluid whose numerical value is equal to 

twice the value of the mean angular velocity, this is 

ω = 2<Ω> 

In vector terms, vorticity is defined as the rotational 

velocity vector, such that 

ω = ∇xv. 

Vorticity also appears in turbulence which is a flow of a 

fluid characterized by chaotic and stochastic property 

changes. The turbulence translates into the irregular 

fluctuation of velocity that overlaps with that of the flow 

(ALLEN(1), 1982) and will not be discussed in this work.  

There are authors who present circulation as the cause of 

the velocity distribution around the wing, but others 

consider it only a mathematical description of velocity 

distribution, but not an explanation of the phenomenon. 

KUTTA E JOUKOWSKI (cited by WELTNER(5) et al, 

2001) showed separately that the circulation Γ and the 

support L are related. 

The formula of the support they found, called the Kutta-

Joukowski theorem, is thus written: 

L = ρvΓ , 

where v is the relative wind speed or the undisturbed 

flow, ρ is the specific mass of the air and L is the lift per 

unit length (L / l). 

Note that without circulation there is no support and that 

to have circulation there must be viscosity! The idea is 

more or less equivalent to walking: to go forward you 

have to push the floor back.  

According WU(14)  the viscous origin of circulation theory 

has been recognized for a long time, mainly because of 

the research of Von Karman, Millikan, Howardh, Sears 

etc, who have recognized some aspects of the viscous 

phenomena that produce circulation. 
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III. THE CAUSE OF LIFT FORCE 

ANDERSON(2) (2001) in Fundamentals Aerodynamics 

writes on p. 294: "We emphasize that the resulting 

aerodynamic force in a body immersed in a flow is due to 

the net effect of the integration of pressure distributions 

and shear stresses on the surface of the body. 

Furthermore, we note that such support on an airfoil 

surface is primarily due to the distribution of surface 

pressure and that shearing has virtually no effect on the 

support. It is easy to see why. Consider, for example, a 

standard airfoil. Remember that the pressure acts normal 

to the surface, and for these support surfaces the direction 

of this normal pressure is essentially vertically, that is, in 

the direction of the lift. In contrast, the shear acts 

tangentially to the surface, and for these support surfaces 

the direction of this tangential shear stress is mainly in the 

horizontal direction, ie the direction of drag. Thus, 

pressure is the dominant element for lift generation and 

shear stress has an insignificant effect on lift ". 

However, if we lived in a perfectly invested world the 

surface of an airfoil would not produce lift. Certainly, the 

presence of viscosity is the fundamental reason why we 

have the support. Viscosity produces the circulation and 

this generates the support according to the Kutta-

Joukowski theorem. This seems strange, even 

contradictory, taking into account what the author said 

about the insignificance of shear in the generation of 

support. What happens then? 

The answer is that in real life, this is the way that nature 

has found to make the flow smoother on the trailing edge, 

that is, it is the mechanism nature uses to not give infinite 

speed at the trailing edge. Nature imposes Kutta's 

condition through viscosity (ANDERSON (2)). 

Thus, we are brought to the most ironic situation that may 

seem, ie, the calculation of the pressure distribution on the 

surface generates support, although the sustenance cannot 

exist in a world invested by the conditions of Kutta. 

Following the conditions of Kutta, we can say that 

without viscosity we cannot have sustentation, for having 

no circulation. Another important observation to be made 

is that without power, no lift can be generated. 

 

IV. LUDWIG PRANDTL'S LIMIT LAYER 

THEORY 

The physical effects, which involved the uncovered 

support force, from the beginning of the last century were 

of fundamental importance in the development of flight 

theory, especially from the boundary layer theory 

formulated by Ludwig Prandtl in a seminal lecture 

Delivered at the Heidelberg mathematical congress in 

1904 and titled, "On the Motion of a Fluid with Too Little 

Attrition." Prandtl notes that for a given flow, the 

classical fluid theory could be applied in a very narrow 

region, called the boundary layer, adjacent to the wall 

where the viscous effects should be considered (outside 

the boundary layer the potential flow applies). Prandtl 

made some simplifications of the Navier-Stokes 

equations, and analyzed the part of the flow at which the 

viscosity is significant. By better understanding the 

technical details of the boundary layer one can then deal 

with such difficult problems as the separation of flows 

and the physical mechanisms behind the Kutta condition. 

We must not forget that the boundary layer is the region 

of the flow where the fluid interacts mechanically and 

thermally with the solid. Therefore, the recognition of the 

existence of the boundary layer constituted in the first 

pass for the understanding of the mechanism of friction in 

the wall and heat exchange, hence the entropy variations 

(FREIRE(6) ). 

It is also observed that for high Reynolds numbers the 

shear layer must be very thin, that is, when the flows 

happen to large Reynolds numbers, the viscous effects are 

only of great importance in the region of the boundary 

layer. 

The literature on boundary layer and support is vast and 

numerous authors discuss the theme, for example, 

PRANDTL(10), SCHLICHTING and GERSTEN(13), 

MUNSON(8)et al). We can deduce that a body immersed 

in the flowing stream of a fluid experiences forces and 

moments resulting from this interaction (MUNSON (8) et 

al). 

The characteristic of the flow around a body depends on 

several parameters such as body shape, velocity, 

orientation and properties of the fluid flowing on the 

body. The most important parameters to describe the air 

flow over a body are: the Reynolds number and the Mach 

number. 

In the region of the boundary layer, a shear stress τ acts. 

For a Newtonian fluid, τ is directly proportional to the 

velocity gradient, du/dy, and the coefficient of 

proportionality μ represents the dynamic viscosity of the 

fluid, which depends on the temperature. 

The viscosity of the air causes the particles near the 

aerodynamic profile to adhere so that the velocity of these 

particles tends to zero. Moving away from the adhesion 

region, the particles are braked due to the friction between 

them, but with much less intensity. 

The further away from the surface of the airfoil, the 

greater the velocity of the air particles, so that at a certain 

distance the stream maintains the same relative wind 

speed. 

According to OLIVEIRA(9), the vortices are characterized 

by high-velocity circular flow with a high kinetic energy 

load, so they can transfer some of this energy to the 

"boundary layer", avoiding their early stagnation and 

separation. 
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This transfer of energy to the "boundary layer" allows an 

increase in the angle of attack and, consequently, of the 

lift, without the airplane entering into "loss", but at the 

expense of an increased drag force. 

When boundary layer separation occurs, the flow is very 

turbulent and there is even reversal of flow direction, 

causing a drastic decrease in lift force, increased drag, and 

loss of control and stability. 

TOWNSEND (cited by LAMESA e SOARES (7)) 

Suggested that the vorticity of the mean flow and the 

energy content of turbulent motions are due to coherent 

anisotropic swirls, also called attached eddies. 

These are involved by a fluid containing swirls of scales 

much smaller, statistically isotropic. 

Numerous field and laboratory experiments conducted 

over the last three decades suggest that organized and 

coherent eddies are responsible for most heat transfer and 

momentum in boundary layer (CL) flows. 

It is also found that, superimposed on these coherent 

movements, there are less organized whirlwinds on a 

small scale. 

 

V. FINAL CONSIDERATIONS 

For ROSA(9), the viscosity is responsible for the 

generation of vorticity in the region of the boundary layer 

and this is due to the non-slip of the fluid in the contours 

of the body. 

Vorticity is concentrated in the boundary layer being 

subject to both viscosity diffusion and convection, by the 

action of the inertia forces of the flow according to the 

vorticity transport equation: 

(Dω/Dt) = (ω. ∇) V + υ ∇2 ω, 

where ω is the vorticity, υ is the kinematic viscosity, V is 

the velocity of the fluid, the term (ω.∇)V represents the 

convection and the term υ∇2ω  represents the diffusion. 

The thickness of the boundary layer can be used as a 

measure of diffusion of the vorticity in the flow. Large 

boundary layer thicknesses indicate that vorticity has had 

time to diffuse, while small thicknesses indicate that 

convection of vorticity is more important, not allowing 

time for diffusion. 

The entropy variation can be due to conduction heat flux, 

viscous dissipation, other heat sources and other 

irreversibilities. For the support problem, we are 

interested in verifying the variation of the entropy due to 

the viscous dissipation. 

A mechanical friction process to convert the mechanical 

energy of motion into thermal energy tends to a heating, 

that is, tends to increase the temperature. 

We can say that energy dissipated by friction because it is 

an irreversible process leads to an increase in entropy. On 

the other hand, the increase in entropy is also related to 

circulation, yy means of the equation: 

(dΓ/dt) = − ∮(dp/ρ), 

and the relationship  

T dS = cp dT − (dp/ρg). 

 

offering as a result, (DOMMASCH (3)): 

(dΓ/dt) = g∮TdS, 

where Г é is the circulation, T is the temperature, S is the 

entropy, cp is the specific heat at constant pressure, p is 

the pressure, g is the acceleration of gravity and ƍ is the 

specific mass. 

Hence, if there is no variation in the entropy, there is no 

variation in the circulation. Therefore, the rotational 

motion is a result of a change in entropy unless the flow is 

isothermal. 

The particular case of this variation is null, that is, 

(dГ/dt)=0  constitutes Kelvin's theorem, treated in the 

book Dynamics of Fluids of HUGLES(12). 

According to the condition of Kutta and with the Kutta-

Joukowski theorem to have sustentation it is necessary 

that there be viscosity and circulation. 

Therefore, to sustain in an airfoil it is necessary that an 

increase in entropy occurs, which can be seen by the 

previous result of DOMMASCH(3). 

Thus, if there is no variation in entropy, there is no 

change in circulation. In an invincible, purely mechanical 

world, there would be no point in speaking of 

irreversibility (a thermodynamic result), for there would 

be no friction, no heat, and therefore no drag and no Lift. 

Finally one could inquire that being an irreversible 

process the temperature should increase on the surface of 

the body. 

It should not be forgotten, however, that the body is in 

relative motion and that in this case it tends to cool 

because of movement. 
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WHAT IS CELIAC DISEASE? 

Celiac disease (CD) is a common multi-system autoimmune 

disease, affecting approximately 1% of people worldwide 1. 

Predisposed individuals develop an immune response to 

gluten, a protein found in the cereal grains: wheat, barley 

and rye. Autoimmune intestinal damage is the cardinal 

feature of celiac disease, and typically involves villous 

atrophy, crypt hyperplasia, and increased intraepithelial 

lymphocytes 2. Symptoms may be subclinical, varying from 

gastrointestinal upset to severe malabsorption 3,4. Skin, 

nervous system, and multisystem involvement is also 

recognized. Strict avoidance of gluten-containing foods can 

reverse both enteric and extra-intestinal manifestations of 

the disease. 

PREVELANCE OF CELIAC DISEASE IN THE 

WORLD: 

 In many developed countries like UK and Australia, 

dietitians are specialized in food allergies; thus being able to 

educate and conduct research in this field and can facilitate 

in shopping skills, cooking skills and in modifying recipes. 

Celiac disease has been reported from North and South 

America, Europe, Australia, Africa, Middle East, Iran and 

India.  Although the exact prevalence of celiac disease in 

Pakistan is not known, it is felt to be a common disorder 

present in all four provinces. 

INTERNATIONAL CELIAC DAY: 

16th May is International Celiac disease day. Nutritionists 

and Dietitians can arrange seminars, talk shows such events 

that are aimed at raising awareness of celiac disease and its 

symptoms amongst medical professionals and the general 

public. 

WHAT TO DO WHEN SUFFERING FROM CELIAC 

DISEASE? 

One of the safest solution identified till date is lifelong 

exclusion of food items containing gluten but this exclusion 

is a challenge for people suffering from celiac disease and 

their family members. Although straightforward in 

principle, strict avoidance of gluten is challenging in 

practice.These problems are further aggravated due to lack 

of awareness among public and even health professionals. 

Moreover, many people with celiac disease might also 

suffer from other autoimmune diseases, for example if the 

person is suffering from Type 1 diabetes along with the 

celiac disease, it might lead to further reduction in food 

choices.  Additionally, in certain life stages it can be more 

difficult to follow gluten free diet such as teenage and 

pregnancy. Here the role of dietitians and nutritionists step 

in providing updated knowledge and skills regarding what 

to eat in this phase. Moreover, dietitian involvement was 

recommended in the National Institutes of Health (NIH) 

Consensus Development Conference on celiac disease 

(2004).5 

While a gluten-free diet continues to be the best solution for 

full-blown celiac disease, an autoimmune condition brought 

on by exposure to gluten, some enzyme supplements may 

reduce negative reactions for those with mild gluten 

intolerance. There are no supplements that cure celiac 

disease or reverse gluten intolerance. But a specific type of 

enzyme can help enhance the breakdown and digestion of 

gluten. 

DPP IV-Since gluten is made up of a combination of 

proteins, a combination of enzymes may help to break it 

down. DPP IV, short for dipeptidyl peptidase IV, is an 

enzyme blend designed to break down bonds that hold 

gluten proteins together, and thus to enhance their digestion. 

Products containing DPP IV are ideal for targeting hidden 

sources of gluten, whether from restaurant meals or 

accidental cases of cross-contamination. And if you don't 

have celiac disease, DPP IV can help reduce symptoms 

from that occasional splurge on gluten-containing foods; 

although, again, the enzymes are intended as more of an 

insurance against accidental gluten ingestion.7 

WHAT CELIAC PATIENTS SHOULD CONSUME OR 

AVOID? 

Individuals with celiac disease should not consume any of 

the following gluten containing grains; Wheat (including 

atta, maida, sooji),  Barley, Rye , Triticale (a cross between 

wheat and rye).However, the following foods are safe for 
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patients with celiac disease if free from gluten 

contamination; Rice, corn (makai), Millett (bajra), Lentils 

and Pulses (daal), Oats (only if pure and uncontaminated), 

Nuts and seeds, All fruits and vegetables, Milk and dairy 

products, All types of meats, Eggs, Salt, pepper, turmeric 

and other spices, Water, tea, fruit juices and most other 

beverages.6 

In Pakistan, the staple diet is chapatti or roti mainly made of 

wheat which is rich source of gluten. In some parts of 

Pakistan, there is custom of consuming oat (Joe) roti. 

Though oat does not contain gluten, however, milling 

process takes place in same area, thus chances of cross 

contamination and therefore isrestricted for coeliac 

patients.For example, the preparation of corn flour on the 

same machine that makes wheat flour (atta) may lead to 

cross contamination with gluten. Therefore, corn flour made 

on such a machine will not be safe and even a small amount 

of gluten can lead to problems. 

IMPORTANCE OF DIETITIANS IN PROMOTING 

TECHNOLOGY TO PROVIDE KNOWLEDGE ON 

CELIAC DISEASE TO PATIENTS: 

We are living in an era of modern technology and use of it 

in healthcare is on rise. So in addition to development of 

print material, dietitians can create awareness for patients 

on the use of websites of containing information on celiac 

disease such as Dietitian Association of Australia and 

British Dietetic Association.  Similarly, nowadays apps on 

Android phones are available for gluten free diet. However, 

the limitation of such websites and Apps is that it provides 

information regarding western foods, thus limited 

implication in Pakistan. 

Also the use of technology can save patients time and 

money. Dietitians and Nutritionists can develop awareness 

how to use this technology. Moreover, there is extreme 

shortage of dietitians in Pakistan, especially in rural areas 

and this shortage can be overcome by the use of technology 

as internet is available even in remote areas of Pakistan. The 

dietitians can also suggest patients and family members to 

join facebook page and share their stories and experiences 

to help other patients suffering from the same disease. They 

can also share recipes and these activities can reduce sense 

of isolation among patients. 

In this manner, nutritionist and dietitians in Pakistan can 

help transform scientific knowledge into practical 

information.  

 SHOPPING SKILLS: 

 It is important to prefer fresh fruits and vegetables.Frozen 

and canned fruits, Dried fruits (dates) and vegetables can be 

preferred if they are not dusted with oat flour. Fresh meat, 

fish, and poultry, Meat marinades and flavorings, Tofu can 

also be taken if they donot contain any seasoning made with 

wheat derivatives. Milk, buttermilk, cream Milk, buttermilk, 

cream  Most yogurt (plain, fruited or  flavored) Cheese, 

plain Cream cheese, cottage cheese are all open for patients 

with celiac disease but be careful with Malted milk  Cheese 

sauces, cheese spreads, flavored cheeses. Flavored teas and 

coffees, herbal teas, and non-dairy beverages may contain 

barley malt flavoring or barley malt extract and should be 

carefully seen. Cocoa drinks may contain malt or malt 

flavoring (e.g., Ovaltine is NOT gluten free). Honey, jams, 

jellies, marmalade, molasses, corn syrup, maple syrup, 

sugar are all safe. 

Though in Pakistan, processed food consumption is quite 

less as compared to western countries, thus majority of 

Pakistani population do not have good label reading skills. 

In western countries, most of the food items are packed and 

government regulatory agencies are quite strict in meeting 

standard of food labels. However, in Pakistan it is general 

observation that people are not consuming much packed 

food, secondly, there is no strict rules and monitoring by 

any regulatory organization. Thus, chances of consuming 

hidden sources of gluten can be high. 

 COOKING SKILLS:  

In Pakistan, we have helpers at home doing house chores. 

Therefore, in addition to family members, it is important to 

train them and explain in local terms regarding potential 

sources of gluten and signs of coeliac disease. Prior menu 

planning is important in order to avoid last moment hassles. 

This includes advance grocery shopping, involvement of all 

family members in menu planning and cooking steps.  

 COOKING GADGETS:  

It is better to have separate rolling pin and board and 

toaster, if not possible, gluten free chapatti and bread should 

be cooked/toasted first. After using for regular bread, clean 

well toaster. Similarly, gluten free meals should be prepared 

first. 

 MENU PLANNING:  

The best approach can be to involve family members in 

menu planning. This can reduce the sense of isolation 

among such people, for example, one day all family 

members may consume gluten free diet. 

 DINE OUT: 

Dine out can be the most challenging as nowadays due to 

aggressive marketing strategies, there is great trend of dine 

out in Pakistan. On other hand, hardly any restaurant is 

offering gluten free diet.   
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ORGANISATIONS FOR CELIAC DISEASE 

AWARENESS: 

In developed countries such as UK and Australia, there are 

non-profit associations facilitating people suffering from 

celiac diseaseas well as health professionals collaborating 

with food industry and supporting researches conducted on 

celiac patients. Similarly, “PAKISTAN CELIAC 

SOCIETY” is working for such patients and their family 

members in Pakistan.  

GLUTEN FREE DIET AT EDUCATIONAL 

INSTITUTE: 

Parents should inform the teachers and administered staff 

regarding food allergy of their child. In Pakistani culture, 

many parents feel ashamed to disclose illness especially for 

female child. Thus, it is important to minimize stigma 

associated with celiac disease. The child should also be 

counselled to avoid sharing his/her lunch. The parents 

should be encouraged to give homemade lunch to their 

children. Nutritionist can provide recipes and useful 

websites for healthy lunch options to the mothers. Another 

tip for improving diet consultation can be “Emphasize what 

to eat rather than what not to eat”. 

Though few food industries and bakeries provide gluten-

freeproducts in Pakistan, however, such products are 

expensive and available on few leading grocery stores and 

there is lack of awareness among the people that such 

products are available. The dietitians can develop 

collaborations with food industry and involve in gluten free 

products. Similarly, they can develop awareness via social 

media such as Facebook, blogs or writing articles for 

general public in Newspaper. Similarly, there is trend of 

morning shows, where nutritionist can openly allow 

mothers to ask queries regarding celiac disease. 

MANAGING CELIAC DISEASE WITH OTHER CO-

MORBIDS: 

As celiac disease is an auto immune disease, there are 

chances ofdeveloping other autoimmune diseases as well. 

For instance, such patients especially children with coeliac 

disease might suffer from Type 1 diabetes or multiple 

sclerosis. It is common observation that family members are 

trying to cure Type 1 in similar way as Type 2 diabetes 

among elderly patients in family members. The dietitians 

can develop awareness that apart from dietary management 

of two auto immune diseases, the child needs balance diet 

for proper growth and development. Thus regular 

consultation and monitoring of growth is an essential part of 

disease management. Unfortunately, there is lack of 

awareness and such child suffer from severe nutritional 

deficiencies. 

Similarly, secondary lactose intolerance is also common 

among such patients. In such cases, local greens (Sagg), 

oranges, dried figs (Injeer) and nuts can be alternate source 

of calcium. 

In rare cases, gluten free diet does not mean zero gluten. 

According to FDA, 20PPM is allowed, in layman language 

it is 20g/kg of flour. Additionally many non-food items and 

medicines contain gluten. Common examples are glue, 

Play-Doh, multivitamins, over the counter medicine and 

lipsticks and toothpaste. Thus it is important for people 

suffering from coeliac disease to develop habit of label 

reading on medicines as well. Again dietitians can play an 

important role in developing awareness for such things. It is 

important to differentiate between terms Gluten free, 

reduced gluten and low gluten products.  According to 

Coeliac UK, that there is no term as “No-Gluten containing 

ingredients”. 

CHALLENGES TO FACE WHILE PREPARING 

GLUTEN FREE PRODUCTS: 

A great challenge Pakistanis face while preparing gluten 

free products is to prepare food on events such as weddings, 

Eid and other social gatherings. Vermicelli (Siwayyan), 

Nihari, drumsticks, can be hidden source of gluten. 

Sometimes, ketchup, mayonnaise, salad dressings, white 

pepper and even toothpaste can contain hidden gluten. 

Gluten may also be present in gravies thickened with flour 

or in those flavored with soy sauce or malt vinegar. Soy 

sauce is a common ingredient in many marinades and 

sauces served in restaurants and sold in grocery stores. 

Sausages, meatloaf, meatballs, and other ground meats 

often contain wheat-based fillers. Breadcrumbs may be 

added to hamburger patties to bind the meat and improve 

texture. Many vegetarian meat alternatives, such as veggie 

burgers and vegetarian sausages, are made with seitan, also 

known as wheat gluten. Others are made with gluten-

containing flours or breadcrumbs that act as binders. And 

while tofu in its unadulterated form is gluten free, the fried 

tofu served in restaurants may be fried in a gluten-

containing batter or marinated in a soy sauce that contains 

wheat. Whole potatoes found in the produce department in 

supermarkets are gluten free, but potato chips and fries can 

be hidden sources of gluten. Potato chips may be seasoned 

with malt vinegar or contain wheat starch. Even if patient 

choose any item which is apparently gluten free, however 

there is high chance of cross contamination.  

 

CODE WORDS FOR HIDDEN GLUTEN 

 

Clients and patients who must eliminate gluten from their 
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diets not only must become aware of the many foods in 

which gluten can hide, but they also must learn the names 

of ingredients that masquerade as gluten on ingredient lists. 

Code words such as “fried,” “coated,” “crispy,” or “crusted” 

should raise a red flag, alerting clients that the food may 

contain gluten, Begun says, noting that these descriptors in 

particular may indicate the food is coated in a breading or 

gluten-containing flour before its fried. 

 

CONCLUSION: 

There is strong need of Multidisciplinary approach, which 

includes, doctors, dietitians, media and food industry to 

check for minor details when giving gluten free diet.  In 

Pakistan, there are registered dietitians working in different 

hospital settings. There is need to train health professionals 

especially doctors and nutritionist regarding updated 

knowledge and skills to follow gluten free diet. Group 

education sessions can be conducted for parents and care 

givers, especially those who have family history of celiac 

disease, school teachers and food industry.  
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Abstract— The most challenging task of software project 

management is the cost estimation. Cost estimation is to 

accurately assess required assets and schedules for 

software improvement ventures and it includes a number of 

things under its wide umbrella, for example, estimation of 

the size of the software product to be produced, estimation 

of the effort required, and last but not the least estimating 

the cost of the project. The overall project life cycle is 

impacted by the accurate prediction of the software 

development cost. The COCOMO model makes 

employments of single layer feed forward neural system 

while being actualized and prepared to utilize the 

perceptron learning algorithm. To test and prepare the 

system the COCOMO dataset is actualized.  This paper has 

the goal of creating the quantitative measure in not only the 

current model but also in our proposed model. 

Keywords— Software Cost Estimation, COCOMO, 

Artificial Neural Network, Feed Forward Neural 

Network, Magnitude Relative Error. 

 

I. INTRODUCTION 

Estimation of required assets and calendar should be 

possible through precise cost estimation. Talking about the 

parameters, the exactness of the product advancement and 

the precision of the administration choices both are 

interrelated. The exactness of the previous is dependent on 

the precision of the last mentioned in terms of relying that is 

the former will rely on the latter. There are number of 

parameters for example improvement time, effort 

estimation and group, and for the calculation of each one of 

the models is required. For estimation of software cost 

effort estimation technique used most popular COCOMO 

model. What is unique about COCOMO model is that it 

makes use of mathematical formula to analyze project cost 

effort estimation. The paper based on COCOMO model is 

making use of single layer neural network technique using 

perception algorithm. 

 

II. COCOMO  

The Constructive Cost Model or better known as the 

COCOMO model, first presented by Dr. Barry Boehm in 

1981 surpassed all the software development practices that 

took place in those days. Software development techniques 

have been undergoing many changes and evolving since 

those days. The COCOMO model can be sub-divided in 

following models based on the type of application [ 12]. 

 

A. Basic COCOMO 

Project Qualities details are not needed to implements 

parameterized equation of basic COCOMO model. 

Person Month=a (KLOC) b                                 (1) 

Development Time =2.5*PM c                            (2) 

Three modes of progress of projects are there, on which all 

the three parameters depend, namely a, b and c. 

B. Intermediate COCOMO 

According to basic COCOMO model there is no 

provision to do software development. To add the accuracy 

in basic COCOMO model there is 15 cost drivers provided 

by Boehm. Cost driver can be classified into  

 

Table.1: Cost Drivers 

Cost Drivers 

Product 

Attributes 

Computer 

Attributes 

Personnel 

Attributes 

Project 

Attributes 
 

RELY 

DATA 

CPLX 

TIME 

STOR 

VIRT 

TURN 

ACAP 

AEXP 

PCAP 

VEXP 

LEXP 

MODP 

TOOLS 

SCED 

 

 

1. Product attributes 

 Required software reliability or better known as 

RELY  

 Database size  or better known as DATA    

 Product complexity or better known as CPLX    

2. Computer attributes 

 Execution time constraint  or better known as 

TIME  

 Main storage constraint  or better known as STOR   

 Virtual machine volatility  or better known as 

VIRT   

  Computer turnaround time or better known as 

TURN  
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3. Personnel attributes 

 Analyst capability or better known as ACAP 

 Application experience or better known as AEXP 

 Programmer capability or better known as PCAP  

 Virtual machine experience or better known as 

VEXP  

 Programming language experience or better 

known as LEXP 

  4. Project attributes 

 Modern programming practices or better known as 

MODP 

 Use of software tools or better known as TOOLS 

 Required development schedule or better known 

as SCED [12]. 

 

III. ARTIFICIAL NEURAL NETWORK 

An Artificial Neural Network (ANN) is nonlinear 

information (signal) processing devices, which are built 

from interconnected elementary processing devices called 

neurons. An Artificial Neural Network (ANN) is an 

information-processing model that is stimulated by the way 

biological nervous systems, such as the brain, process 

information. The key element of this paradigm is the novel 

structure of the information processing system. It is 

composed of a large number of highly interconnected 

processing elements (neurons) working in unification to 

resolve specific tribulations [15].  

 

                                           b      
 

                                                   W1 

                                                                                                  O/P LAYER                            

                                     W2 

 

 

Fig.1: A Simple Artificial Neural Net 

 

Figure 1 shows a simple artificial neural network with two 

inputs neurons (1, 2) and one output neuron (O). The 

interconnected weights are given by w1 and w2. There 

always exists a common bias of ‘1’. The input neurons are 

connected to the output neurons through weighted 

interconnections. This is a single layer network because it 

has only one layer of interconnections between the input 

and the output neurons. This network perceives the input 

signal received and performs the classification [15]. 

 

IV. RELATED WORK 

Researchers in effort estimation models have developed 

multiple software’s. Artificial neural network is capable for 

generating good information and modeling complex 

non-linear relationships. For the calculation of software 

effort estimation researchers all across the world have used 

the artificial neural network approach. Moreover, Boehm’s 

COCOMO dataset is also used. N.Tadayon[9] reports the 

use of neural network with a back propagation. Anupma 

Kaushik[12] also research on multilayer neural network 

using perceptron learning algorithm. COCOMO [8] is the 

most effective and widely used software for effort 

estimation model, which arranges beneficial expert 

knowledge. For getting appropriate calculations COCOMO 

model is one of the most imperative tools, that produces 

capacity for developing effort estimation models with better 

analytical accuracy. In this paper, single layer feed forward 

neural network using perceptron learning algorithm and 

COCOMO data set have been used.  Using this approach, an 

effort estimation model for software cost evaluation has 

been proposed. 

 

V. PROPOSED NEURAL NETWORK MODEL 

In proposed system Single Layer ANN used to calculate the 

software cost estimation.  For this 16 input parameters are 

taken which includes 15 Effort Multiplier (EM) and one 

bias weight (b). First we calculate the net input output (sum 

of the product of each input neuron to their corresponding 

weight) after this applies identity activation function get 

estimated output. 

A. Estimated Effort 

The System is implemented with the help of single layer 

artificial neural network and trained using the perceptron 

leaning algorithm. The COCOMO dataset is used to train to 

test the network.   

Sum = sum+ EMi * Wi 

Oest =b+ Sum; 

MRE = ((oact - oest) / oact) * 100; 

Here 

Oest is the estimated effort, 

Wi effort multiplier weight, 

MRE is magnitude relative error,  

Oact actual effort 

It describes about experimenting networks and calculating 

new set of weight. 

 

B. Flow Chart of System Implementation 
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C.  Steps Followed for Proposed Model 

Step1. Initialize the bias(b=1), weights(Wi=1 for 

i=1to15),set learning rate (lrnrate=0.1) and Threshold theta 

(Ɵ) value=4. 

Step2. Execute steps 3-9 until stopping condition is false. 

Step3. Execute step 4-8 for each training pair.  

 Step4. Total Number of inputs 16 in which Total Effort 

Multiplier 15 and One Bias. 

 Step5. Calculate the response of each unit    

a) Calculate Sum of total input using Sum = sum+ EMi * 

Wi 

 b) Calculate Net input output using Net input/output (Yin) 

= b + sum  

Step6. Apply identity activation function and calculate 

estimated output i.e effort using Oest=Net 

input/output(Yin) 

Step7. if (Oact-Ɵ<Oest<Oact+ Ɵ).  

Step 8 Weights are not updated. Go to step 10 

Step9. Else Weights and Bias are updated  

Wi(new)= Wi(old)+learning rate*sum 

 b(new)=b(old)+learning rate*Oact 

Step9. Repeat step 5 to 7. 

Step10. Calculate Magnitude Relative Error (MRE) 

MRE = ((Oact - Oest) / Oact)*100 

Step 11: Stop. 

 

VI. EVALUATION CRITERIA AND RESULTS 

In this area, we depict the procedure utilized for figuring 

endeavors and the outcomes get when actualizing proposed 

neural system model to the COCOMO information set [14]. 

COCOMO information set is open source cost evaluating 

apparatus which comprises of 63 undertakings. The tool 

does the logical appraisal among the exactness of the 

assessed exertion with the genuine exertion. For examining 

programming exertion estimation we have calculated error 

using Magnitude of Relative Error (MRE) which is 

Characterized as :- 

 

MRE= (actual effort-estimated effort/actual effort)*100   

(3) 

 

20 experimental values have been shown in table 2 which 

were tested. Actual effort of the model has been compared 

with these values. The comparison reflects us about the 

efficiency of our network. Table 3 contains the estimated 

effort, actual effort and Mean Magnitude of Relative Error 

(MRE) values for 20 experimented projects. 

 

 

 

 

 

 

Initialization of Weight Wi= 1 for 

i=1to15 

Learning rate=0.1, sum=0, Bias=1 and 

Threshold theta (Ɵ) value=4 

 

 

 

 

Hidden layer  weight 

 

 

Oest=Net input/output (Yin) 

 

If 

(Oact-Ɵ<Oest<Oa

ct+ Ɵ) 

Weight is not updated 

Wi(new)=wi(old) 

Bi(new)=bi(old) 

 

Sum = sum+ EMi * Wi 

 

 

 

 Net input/output (Yin) = b + sum 

 

 

 

 

Update Weight 

Wi(new)= 

Wi(old)+learning 

rate*sum 

b(new) = b(old) + 

learning rate*Oact 

 

 

 

 

 

 

 

Calculate MRE 

MRE= [Oact - Oest / Oact]/100 

 

Display Estimated Effort 

Apply Identity Activation Function 

 

 

 

Select Effort Multiplier (EMi) for 

i=1to15 

 

Start 

Stop 

https://dx.doi.org/10.22161/ijaers.4.9.6
http://www.ijaers.com/


International Journal of Advanced Engineering Research and Science (IJAERS)                             [Vol-4, Issue-9, Sep- 2017] 

https://dx.doi.org/10.22161/ijaers.4.9.6                                                                                           ISSN: 2349-6495(P) | 2456-1908(O) 

www.ijaers.com                                                                                                                                                                   Page | 25  

Table.2: Assessment of Calculated Effort 

Project No. Actual 

Effort 

Estimated Effort 

using  Proposed 

Model 

P1                  113 110.5 

P2                 293 289.7 

P3                 132 128.3 

P4 60 56.6 

P5 16 15.6 

P6 04 0.8 

P7 22 21.06 

P8 25 21.1 

P9 6.1 4.8 

P10 320 316.5 

P11 1150 1147.2 

P12 299 297.58 

P13 252 248.4 

P14 118 116.1 

P15 90 87.2 

P16 30 28.8 

P17 48 44.8                                           

P18 390 387.8 

P19 77 73.7 

P20 9.4 6.4 

 

 

Table.3: Assessment of MRE (Magnitude Relative Error) 

Project 

No. 

Actual 

Effort 

Our 

Proposed 

Model 

MRE using 

our  

Proposed 

Model (%) 

P1 113 110.5 2.7 

P2 293 289.7 1.1 

P3            132 128.3 2.8 

P4                   60 56.6 5.8 

P5             16 15.6 2.7 

P6              04 0.8 79 

P7             22 21.06 3.6 

P8          25 21.1 15.6 

P9             6.1 4.8 40.9 

P10           320 316.5 1.1 

P11          1150 1147.2 0.2 

P12          299 297.58 1.2 

P13           252 248.4 1.4 

P14           118 116.1 3.3 

P15          90 87.2 2.6 

P16          30 28.8 3.9 

P17          48 44.8 6.7 

P18          390 387.8 0.8 

P19         77 73.7 4.3 

P20               9.4 6.4 31.9 

 

 
  

       Actual Effort 

 

      Estimated Effort using Proposed Model 

 

Fig.2: Graphical Representation of Calculated Effort 

 

Table 2, Table 3 and Figure 2 shows that the described neural network model gives the most proficient effort estimation results 

as compared to other models. 
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VII. CONCULSION 

Having a dependable and precise estimate of software 

development has never been an easy task and this is where 

has always lied the problem for many scholarly and 

industrial conglomerates since ages. Talking about 

anticipating the future programming shows how a cost 

estimation model is built based on single layer artificial 

neural network. The neural network that is used to estimate 

the software improvement effort is single layer feed 

forward network with identity activation function. Accurate 

value is attained through neural network. In future, for 

software cost estimation we will put our focus on neuro 

fuzzy approach. 
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Abstract— The government set the average sound 

intensity in the morning and evening around the non-

noise places of worship is 55 dB. Measuring instrument 

the intensity of sounds around places of worship during 

the day and night is needed to record data during the day 

and night. Arduino board is a combination of hardware 

and software with low resource requirements, which 

allows user to interact with objects (physical quantities) 

in the vicinity. Keyes- 037 microphone sound sensor 

module is a high-sensitivity sound detector. SKU-316412 

is a data logging system equipped with an SD card 

interface for memory cards capable of storing 32 MB to 8 

GB of data. The arduino and it’s both modules can be 

assembled into a measuring instrument and sound 

recording intensity to be placed in the desired places. 

Keywords— Sound Intensity, Noise Level, Sound 

Level Meter, Arduino, Microphone Sound Sensor, 

Data Logger System. 

 

I. INTRODUCTION 

Environmental health is an important factor in this 

life. In line with the population grows rapidly, 

unbalanced in the environment increased too. 

Environmental health can be disturbed by the 

existence of environmental pollution or so-called 

pollution. Pollution can be categorized into 4 kinds, 

namely: air pollution, water pollution, soil pollution, and 

sound pollution. Sound pollution or we can call it noise 

is an unwanted noise and may interfere with human 

hearing[1]. 

Noise can occur in various places. For example the 

noise that occurs in places of worship. Noise in the 

place of worship can be affected by several factors, such 

as: the busy traffic of vehicles on the highway near by 

the mosque, the number of people who pass around the 

mosque, and sound system with a loud voice placed in 

the mosque. Excessive intensity of this sound can 

certainly distrub the concentration of worshipers in 

performing worship. The level of sound intensity can be 

measured using a measuring instrument called Sound 

level meter. 

Along with the development of the electronics worlds that 

is growing rapidly, created a digital technology that 

became the beginning of the creation of sophisticated 

devices called microcontrollers. The most popular and 

widely used microcontroller brand in the world today 

is the arduino microcontroller. Arduino is designed to 

facilitate the use of electronic devices in various fields. 

Based on this, an SLM has been created with an Arduino 

board based data logger system, which can retrieve 

and store data within a predetermined time. The main 

components of SLM consists of sound sensor, devices 

for display, and system data logger. The captured data 

can be stored automatically in the system data logger, 

which consists of SD module and SD card. 

 

II. MAJOR HEADING 

1. Sound 

Sound is a series of waves propagating from the source 

of vibration as a result of changes in density and also air 

pressure[2]. Sound can defined as mechanical vibration 

waves in air or in solids which in the process produce 

sound and can be heard by the human ear in normal 

circumstances ranging from 20-20.000 Hz[3]. 

There are two aspects of the sound heard by the human 

ear. This aspect is loudness and altitude. Loudness is 

related to energy in sound waves. The pitch of the 

sound states whether the sound is high like the sound of 

a flute and a violin, or whether the sound is low as the 

sound of a bass and a drum. Physical quantity that 

determines altitude is frequency. Human ear hearing 

range is between 20 Hz to 20,000 Hz. A tendency that 

the more aged a person, then the person is increasingly 

unable to hear sounds with high frequency[4]. 

 

1.1 Intensity and Sound Intensity Level 

Sound intensity is the energy carried by sound waves 

per unit of time through the change of each unit area. 

Intensity is comparable with the amplitude of the wave 

and has a unit of Watt/meter2 (W/m2)[5] 

I = P/A                   (1) 

It is known that the human ear is sensitive with various 

intensities of sound. Thus a logarithmic intensity scale 

(β) is used, which is defined by the equation: 

𝛽= (10 dB) log 
𝐼 
𝐼0 
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in this equation, I0 is the specified reference noise 

intensity of 10-12 W/m2, based on a minimum human 

hearing threshold of 1000 Hz. The sound intensity level 

is expressed in decibels (dB). The value of one decibel 

is equal 

to 
1   

bel [6]. 

10 

The intensity and intensity levels for a number of 

common sounds are known as follows: 

Table.1: Several levels of intensity and intensity levels of 

sound[7] 

The Source of Sound The Intensity 

Levels 

(dB) 

Intensity of 

Sound 

(W/m2) Jet plane at a distance of 30 

m 

140 100 

Threshold of pain 120 1 

Loud rock concert indoors 120 1 

Sirine at a distance of 30 m 100 1 x 10-2 
The interior of the car, 

which drove at 90 km/h 

75 3 x 10-5 
Busy road traffic 70 1 x 10-5 

Ordinary conversations, 

with a distance of 50 cm 

65 3 x 10-6 
Slow radio 40 1 x 10-8 
Whisper 20 1 x 10-10 
Leaf rustling 10 1 x 10-11 
Hearing limit 0 1

 

x 10-12 

 

1. Noise 

Noise can be defined as an undesired sound where its 

duration, intensity, and quality lead to various impacts 

on the physiology or psychological of humans and other 

creatures[8]. 

There are various sources of noise. Source of noise 

based on its location is divided into two, such as[9]: 

a. An interior noise source is sourced from humans, 

household appliances, or building machines. 

b. Outdoor noise is a noisy source derived from 

traffic, transportation, industry, mechanical tools seen 

in buildings, buildings, road works, sports activities and 

others outdoors or buildings. The main effect of noise is 

on the senses of the listener, where the damage that 

occurs consists of: 1) Temporary loss of hearing and can 

be recovered if the noise can be avoided, 2) People 

become immune to noise, 3) Buzzing ears, and 4) Settled 

and not recovered. In addition, noise also causes loss of 

concentration and increased fatigue at low sound 

frequencies. While at high frequency can cause 

misinterpretation when talking to others[10]. 

At the noise measurement, an instrument called a sound 

level meter is used. This tool is used to measure noise 

between 30-130 dB and from frequency 20-20.000 Hz. 

Sound Level Meter is used to measure the level of 

sound intensity. The parts consist of microphones, 

amplifiers, some types of circuits, and a calibration 

of measurements into decibels[11]. 

 

Fig.1: Sound level meter[12] 

 

2. Microcontroller 

Spesifically, it can be said that a microcontroller is a 

digital electronics device that has input, output, and 

controlled programs that can be written and deleted in a 

special way. In terms of its use, the microcontroller 

system 

is more widely used in deterministic applications. It 

means that this system is used for certain purposes only, 

such 

as a PID controller on industrial instrumentation, data 

communication controller on distributed control system, 

and so on[13]. 

The application of microcontroller among others in the 

following fields: 

a. Automotive: engine control unit, air bag, 

speedometer, and alarm security system 

b. Household and office supplies: remote control, 

washing machine, and microwave 

c. Controlling equipment in the industry 

d. Robotics 

The most widely used microcontroller is an 8 bit 

microcontroller, with the brand Motorolla 68HC05/11, 

Intel 8051, Microchip PIC 16, and which is very popular 

recently from the Atmel AVR family[14]. 

 

3. Arduino Board 

Arduino is an open source electronic board, based on 

flexible and easy-to-use software and hardware, 

aimed at artists, designers, electronics enthusiasts, 

and anyone interested in creating interactive objects 

or environments[15]. 

 
Fig.2:  Arduino IDE Software 

 

Arduino/Genuino Uno is a microcontroller board based 
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on ATmega328P, which has 14 digital input/output pins 

(6 of which can be used as PWM output), 6 analog 

inputs, 16 MHz crystal oscillator, USB connection, 

power jack, ICSP header, and button Reset. Detail 

arduino uno can be seen in Table 2, with the 

following specifications: 

 

Table.2: Specification arduino uno 

Part Spesification 

Mikrocontroller ATmega328P 

Operated voltage 5V 

Input voltage 

(recommended) 

7-12V 

Input voltage (limit) 6-20V 

Pin digital I/O 14 (provide 6 PWM output) 

Pin PWM digital I/O 6 

Analog pins input 6 

DC current per I/O pin 20 mA 

DC current for 3.3V pin 50 mA 

Flash Memori 32 KB (ATmega328P) 

that 0.5 KB used by 

bootloader SRAM 2 KB (ATmega328P) 

EEPROM 1 KB (ATmega328P) 

Time velocity 16 MHz 

LED_BUILTIN 13 

Length 68.6 mm 

Width 53.4 mm 

Weight 25 g 

 

 

 
Fig.3: Arduino uno ATmega328P 

 

4. Sound Sensor 

Sound sensor usually used for detecting noise in 

surrounding environment. Arduino can collect the output 

signal from the sensor and run it simultaneously. Sound 

sensor can be used to create multiple interactive works 

such as "clap and ringer" to find lost keys or create a 

remote control if a buzzer is added. This sensor works 

by analyzing the sound. Specification tool as 

follows[16]: 

a. Voltage source: 3.3V to 5V 

b. Function: Detects the intensity of the sound 

quickly 

c. Interface: Analog 

d. Size: 22 x 32 mm (0.87 x 1.26 inches) 

 

Fig.4: Analog sound sensor type KY-037[17] 

 

5. LED (Light Emitting Diode) 

Diode is a simple component made of semiconductor 

materials. Silicon is the most of the materials that used 

to make diode. Diodes are composed of material 

relations of type P and type N. These PN junctions 

only 

carry current if given a forward bias voltage, by means of 

the P type material (as anode) connected to the positive 

terminal of the power supply, while the N type material 

(as the cathode) is connected to the negative terminal of 

the power supply. This characteristic PN junction causes 

the diode to be used as a current rectifier[18]. 

 
Fig.5: LED shape and emblem (Light Emitting 

Diodes)[19]. 

 

 

Fig.6: LED (Light Emitting Diode)[20].LED pole 

installation should not be inverted because if it is 

reversed, LED will not turn on. If higher current 

flowing on the LED, the brighter light will be 

generated. However, the allowed current ranges 

between 20 mA - 40 mA and a voltage of 1.6 Volt 

- 3.5 Volt according to the resulting color 

character. Here is a working voltage on an LED, 

based on the resulting color[21]: 

1. Infrared : 1.6 V 

2. Red : 1.8 V - 2.1 V 

3. Orange : 2.2 V 

4. Yellow : 2.4 V 
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5. Green : 2.6 V 

6. Blue : 3.0 V - 3.5 V 

7. White : 3.0 V - 3.6 V 

8. Ultraviolet  : 3.5 V 

 

7. LCD (Liquid Crystal Display) 

LCD (Liquid Crystal Display) is an electronic device 

that has been configured in a plastic or glass container 

so as to provide the appearance of dots, lines, symbols, 

letters, numbers, and images. LCD is divided 

into two kinds based on the shape and appearance, 

namely Text-LCD and Graphic-LCD. Display on Text-

LCD 

in the form of letters and numbers. While the shape of 

the display on the Graphic-LCD in the form of dots, 

lines, and images[22]. 

LCD function to display a value of the detection by the 

sensor, display text, or display the menu in the 

microcontroller application. LCD used in this research 

is a type of LCD M1632. The M1632 LCD is an LCD 

module with a 16 x 2 line display with low power 

consumption[23]. 

 

Fig.7: LCD Display[24] 

 

8. Micro SD Module 

SD module or SD Card Shield is a module used to send 

data to SD card. Pinout from SD module can be 

connected to arduino and other microcontroller, so it is 

useful to increase data storage and data logger (data 

logger system). This module can be directly connected to 

the arduino. The specialty of this SD module is[25]: 

a. There are modules for standard SD card and 

micro SD (TF) cards 

b. There is a switch to select a flash card slot 

c. Can be connected directly to arduino 

d. Can be used for other microcontoller 

Micro SD Module suitable with TF SD card (used in 

mobile phone) and it is the smallest card in the market. 

SD module can be used for various applications such 

as data logger, audio, video, and graphics. This module 

will greatly expand the arduino capacity with small 

memory usage. This module has SPI interface and 5V 

power supply in accordance with arduino UNO/Mega. 

SD Card Shield or SD Module is the solution to send 

data to SD card. The features of this Micro SD Module 

are[26]: 

a. Working on voltage : 5V 

b. Size : 20 x 28mm (0.79 x 1.10 ") 

c. Interface : SPI 

d. Suitable used for : MicroSD(TF) 

 

Fig.8: SD module type SKU-316412[27] 

9. Micro SD 

One example of external memory is the SD Card. SD 

Card is one part to compile a data logger system. 

We can store long-term data on SD card. Comparison 

of storage capacity on arduino and SD card chips is 

very much different. An arduino chip has a permanent 

storage EEPROM that has a capacity of only a few 

hundred bytes, very small if we compared it with the 

capacity of data that can fit an SD card of several 

gigabytes. The price of SD card is very cheap and easy to 

obtain in various electronics stores. SD card is the right 

choice for long- term data storage with large 

capacity[28]. 

 

Fig.9: SD card [29] 

 

10. Resistors 

In a circuit of electronics, resistor has various functions, 

such as current limiting, voltage dividers, and current 

measurements. Each electronics component has a 

maximum current limit that can pass through it. Current 

limiting resistors are used to prevent excessive current 

damage. Examples of resistors as current limiting are 

used in LED current limiters[30]. 

 

Fig.10:  Resistor circuit as LED current limiter[31] 

 

The resistor value as LED current limiter can be used 

using the following formula: 

R = 
�𝑐− 𝑉𝐿�� 

𝑖 
(3) 

where R is the resistor value (Ω), Vc is the source 

voltage (volts), VLED is the voltage reducing by the 

LED (volt), 
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and 𝑖is the ideal current required by the LED (20-40 

mA)[32]. 

 

III. METHODOLOGY 

1. Place and Time of Research 

The process of planning, designing tools, and taking 

data are located at the author's residence, at the 

Advanced Physics Laboratory in Physics FKIP 

University of Jember (UNEJ), and in Sunan Kalijaga 

Mosque Jember. The research will be conducted in the 

even semester of the academic year 2016/2017. 

 

2. Tools and Components 

It takes some tools and equipment components to make 

SLM design. The required tools and components 

are listed in Table 3 below: 

Table.3: Tools and Components 

No.  Component Type Spesifications Total 
1. Sound Level Meter (type SL-

130) 

30-130 dB 1 
2. Arduino uno - 1 
3. Sound sensor type KY-038 - 1 
4. SD Module tipe SKU-316412 - 1 
5. SD Card 8 GB 1 
6. LED  Output colors: red, yellow, and 

green 

3 
7. LCD  16 x 2 1 
8. Trimpot 1KΩ 1 
9. Power Bank Output voltage 5V 1 

10. Resistor 330 Ω 3 
11. Jumper cable male to male dan female to male sufficiently 

12. Project Board - 1 
13. Length meter - 1 
14. Solder  - 1 
15. Lead  50 cm 1 

(Source: author)Basic Concepts of System Design 

 

The design of this tool is determined by measuring the 

level of sound intensity with a distance of few meters 

from the sound source with a different state of time and 

atmosphere, utilizing SLM factory production as 

calibrator and sound sensor as sound source input 

controlled by arduino uno microcontroller, with output 

display 

on LED , LCD, and data logger. 

 

3. The Descriptions of System Work 

Broadly, the designed of Sound Level Meter (SLM) 

equipped with data logger system based on arduino 

board is made to measure the level of sound intensity in a 

place, so that the noise level in that place can be detected 

and impact on the increased comfort in our activity and 

reduce damage hearing due to excessive exposure to 

noise. 

The design of this tool begins with try to understand 

of indoor sound acoustics, with different air 

temperatures, and predetermined spacing. The tool is 

calibrated using SLM factory production as a 

calibrator. Then, the results analyzed and processed into 

tabel and observational charts. 

 

4. System Block Scheme 

The design of diagram block is shown in the following 

figure: 

 

 
Fig.11:  Block diagram of the tool design 

 

5. Design of circuit tools 

Draw a set of tools in the following drawings: 
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Fig.12: Design tool 

 

6. Data retrieval 

There are 2 kinds of data taken. The first data is 

assembled assembly calibration data compared to SLM 

production factory. The second data is a sample of data 

measuring the intensity of sound at Sunan Kalijaga 

Mosque 

in Jember during the day and night. Data are placed in 

Table 4 and Table 5. 

 

IV. RESULT AND DISCUSSION 

In this chapter will be discussed about the results of 

calibration of SLM tools of researchers design with SLM 

production factory. In addition, we also discussed the 

sample data taken at the Sunan Kalijaga Mosque 

during the day and night, as described in the 

methodology chapter. 

1. Tool Circuit 

Sound Level Meter with Arduino Board based on 

Data Logger system has been created, with the 

following series: 

 

Fig.13: Tool circuit made with Fritzing software[33] 

 

2. SLM Calibration Results Researcher 

Design with Standard SLM Calibrator 

The SLM accuracy test of the research design is done 

by calibrating the measuring result using the calibrator 

of SLM DEK-O type SL-130. Demonstrated graph of 

normality as follows: 

 
Fig.14: Normalized graph from data 

The output from both device were normalized to 

measure the sound intensity level. 

Below is a calibration data table: 

Table.4: Calibration Data Used Standard SLM 

 
(Source: author) 

 

3. The Sample Result of measuring Sound Intensity Level In Sunan Kalijaga Mosque 

The Sample result from Measuring Sound Intensity Level in Sunan Kalijaga Mosque is shown below: 

Table.5: The Sample result from Measuring Sound Intensity Level in Sunan Kalijaga Mosque 

https://dx.doi.org/10.22161/ijaers.4.9.7
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 (Source: author) 

 

Graph of  the Sample result from measuring sound intensity level in Sunan Kalijaga Mosque at day and 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.15: Graph of sample data from measuring sound intensity level 

 

(Source: author) 

 

V. CONCLUSION 

Based on the data obtained from the calibration, it can be 

concluded the output data from SLM that made by the 

researcher are near by the output data from SLM standart 

that produced by factory. This is verify that SLM that 

made by the researcher has been successfully performed 

as a sound intensity level measuring devices. 

In the data at the second table, we found that the 

intensity level in the Sunan Kalijaga mosque in the 

morning and the evening have a fluctuating value, 

depending on the number of sound sources. In this 

research, the source of sound is a vehicle that passes on 

the highway. Results can be seen on the graph. In 

addition, it can 

be concluded also to increase the average in the Sunan 

Kalijaga mosque in the morning and evening exceed the 

standard level for places of worship set by the 

government, which is 55 dB[34]. 
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Abstract— The effects of friction stir welding (FSW) on 

the microstructure and hardness of rolled pure aluminium 

6061 were investigated. The weld was obtained by 

varying its tilt angle (2°) and Pin diameter (6mm). Tensile 

strength & % Elongation was carried out to evaluate the 

strength of the weld. Optical microscope study was 

carried out to study the uniform stirring of materials. The 

stir zone (SZ) contains fine, equiaxed and fully 

recrystallized grains. Thermo mechanically- affected zone 

(TMAZ), heat-affected zone (HAZ), and base material 

(BM) were different. Hardness test indicated that the 

minimum and maximum hardness values were obtained in 

the HAZ and BM, respectively. 

Keywords— FSW; Aluminium alloy, Mechanical 

properties, Microstructures, SEM. 

 

I. INTRODUCTION 

FSW is becoming more popular for joining a wide range 

of aluminium alloys for numerous applications. One 

advantage of FSW is that there is far lower heat input 

during the process compared with conventional welding 

methods such as TIG or MIG. Therefore, this solid-state 

process results in to minimal microstructural changes and 

better hardness and tensile tests than conventional 

welding [1-3]. The FSW process generates three distinct 

microstructural zones: the nugget zone (NZ), the 

thermomechanically affected zone (TMAZ) and the heat-

affected zone (HAZ) [4]. The HAZ is only affected by 

heat, without plastic deformation. The TMAZ adjacent to 

the nugget is plastically deformed and heated. The nugget 

is affected by the highest temperature and the highest 

plastic deformation, which generally consists of fine 

equixed grains due to the fully dynamic recrystallization. 

A relationship between microstructure and microhardness 

of each FSW weld zone has been discovered [5].Changes 

in microharness along the FSW joint are directly related 

to the precipitation state. 

 

II. EXPERIMENTAL DETAILS 

AA 6061 (0.4 % Si, 0.7% Fe, 0.4% Cu, 0.15% Mn, 1.2% 

Mg, .35% Cr, 0.25% Zn, 0.15% Ti balance Al) plates of 

6mm thickwere friction stir welded vertical to the rolling 

direction with a travel speed, a rotational speed and a 

shoulder diameter of 20mm/min, 1000 rpm and 25mm. 

The friction stir pin had a diameter of 4mm height of 

4.8mm. A simultaneous rotation and translation motion of 

the FSW tool generates the formation of an symmetric 

weld [6]. 

 
Fig.1: Schematic of the locations from where tensile test 

specimens were cut from (P-AA6061 (Longitudinal)) 

 

Welded cross-sections were ground, polished, and etched 

with Beaker’s reagent for optical metallography. 

Instrumental (digital) Vickers micro hardness 

measurements were also made throughout the weld zone 

and into the initial aluminium alloy plate using a 50gf 

load. Tensile specimens were machined from NZ in 

parallel (longitudinal) direction from the weld.  The 

tensile properties of the joints were evaluated using three 

tensile specimens cut from the same joint. 
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III. RESULTS AND DISCUSSIONS 

3.1 Mechanical properties 

 

 
Fig.3: Tensile properties of AA6061-AA6061 

 

As shown in fig 3 the elongation, yield strength, and 

tensile strength of the BM AA6061 were 2.70%, 136.77 

MPa, and102.21MPa, respectively. By comparison, the 

two FSW specimens showed a significant decrease in 

both tensile and yield strength. Fig 3 also shows that the 

ductility for tensile specimen P-AA6061 significantly 

increased. Fig 1, the tensile specimen P-AA6061 

contained only recrystallized grains from the NZ. From 

the hardness results, we know that the hardness values of 

the NZ were lower than that of the BM, possibly 

explaining why the longitudinal tensile specimen P-

AA6061 exhibited both tensile and yield strength values. 

When a tensile load was applied to the joint, failure 

occurred in the weakest regions of the joint [7], which is 

the HAZ in this work. 

 
Fig.4: Microharness distribution across the top surface of 

FSW AA6061-AA6061 measured with a 2mm step 

 

Fig 4 shows the typical microhardness distribution across 

the top surface of FSW AA 6061-AA6061. The hardness 

curve is a symmetrical with respect to the weld centreline 

because the plastic flow field in the two sides of the weld 

centre is not uniform [8]. The larger distorted grains and 

distortion energy causes the strain-hardness to increase, 

resulting in the symmetrical microhardness distribution. 

The minimum hardness of 83.03HV was obtained in the 

HAZ region. The maximum value 106.34HV was present 

in the BM. The hardness of the TMAZ was higher than 

that of the NZ. 

3.2 Microstructure: 

 The microstructure of the different regions of the welded 

similar material is shown in fig . The NZ consists of fine 

equixed grains due to dynamic recrystallization. The 

grains in NZ are much smaller than those in other regions. 

The average grain size in the four zones in follows the 

order of BM>HAZ>TMAZ>NZ. In the TMAZ which is 

adjacent to the NZ, the strain and the temperature were 

lower than in the NZ and the effect of welding on the 

microstructure was correspondingly smaller. Unlike NZ, 

the microstructure was recognizably that of the parent 

material, although significantly deformed and rotated. The 

grain size of the HAZ was similar to that of the BM. The 

HAZ was common to all welding processes subjected to a 

thermal cycle, but it was not deformed during welding. 

3.3 SEM With EDX analysis: 

Elemental analysis of the macro regions in weld zone was 

performed using a scanning electron microscope (SEM) 

equipped with an EDX system. This analysis was 

conducted to gauge the distribution of alloying elements 

in the FSW zone. SEM image was analyzed at a 

magnification of 50X, 250X, 500X, 1.50KX 
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Fig.8: SEM images of FSW AA6061-AA6061 spectrum-1- HAZ, Spectrum-2 –TMAZ, Spectrum-3-NZ, Spectrum-4-BM 

 

Table.1:   EDAX quantification results of four points in fig 

Element [at. %]  C   O   Al    Si  Cu 

Spectrum  1(HAZ)  40.88 10.03 49.09 ----- ----- 

Spectrum 2 (TMAZ) 32.28 6.14 60.04 1.54 ----- 

Spectrum 3(NZ) 27.21 4.42 64.28 ----- 4.09 

Spectrum 4 (BM) 33.76 8.66 57.58 ------ ----- 

 

 

 

 
Fig.5: EDAX analysis of FSW AA6061-AA6061 spectrum-1- HAZ, Spectrum-2 –TMAZ,Spectrum-3-NZ, Spectrum-4-BM 

 

The EDAX analysis depicted in Table 1 revealed that high contents of oxygen and aluminium are present. 
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IV. CONCLUSION 

An approach of the microstructure, mechanical 

propertiesof FSW AA6061-AA6061 aluminium alloys 

had been made. The order of average grain size in 

different weld zones was as follows: BM> HAZ> 

TMAZ>NZ. The minimum hardness of 80.2 HV 

wasobtained in the HAZ region, and the max value of 

106.32 HV was present in the BM. The tensile and yield 

strengths of the weld zones were less than that of the BM 

tensile specimens. In to the properties of the BM, the 

ductility increased in the longitudinal tensile test 

specimens (that consist of the NZ).Fracture occurred in 

the HAZ region, which had the lowest hardness of all of 

the weld zones.The EDAX analysis depicted in Table 1 

revealed that high contents of oxygen and aluminium are 

present. 
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Abstract—A fixed oscillating water column (OWC)-type 

wave energy converter is composed of an air chamber for 

primary conversion and an air turbine for secondary 

conversion. In the optimal design method of a fixed OWC-

type wave energy converter, it is necessary to develop a 

design method which can consider the characteristics of 

incident wave motion, the motion of the internal free 

surface affected in the structure such as a partly 

submerged wall, the fluctuation of air pressure in an air 

chamber, the rotation of the air turbine. In this paper, the 

2-dimensional wave tank tests in regular waves for the 

performance evaluation of the air turbines in a fixed 

OWC-type wave energy converter were conducted to 

obtain the data needed to make this design method. As the 

results, the effects of the impulse turbine specification 

such as the rotor inlet/outlet angle, the guide vane’s 

number and the vane’s setting angle on the primary and 

secondary conversion efficiencies are clarified 

experimentally. Furthermore, the performances of the 

Wells turbines with different number of blade are 

presented for comparison of the operating condition. 

Keywords— Wave energy converter, Oscillating water 

column, Primary and secondary conversion efficiencies, 

Impulse turbine, Wells turbine. 

 

I. INTRODUCTION 

As for renewable energy resources in the world, we can 

newly exploit the mini-/micro-hydro, the wind, the solar 

and the ocean energy, etc. Wave energy which is one of 

the renewable energies attracts attention as a promising 

resource that can reduce CO2 emissions. Wave energy 

converter (WEC) which converts wave power into electric 

power has been developed all over the world and many 

types of WECs [1] such as the movable body type [2,3] 

and the overtopping wave type [4] were proposed.  

There is an oscillating water column (OWC)-type wave 

energy converter as one of the WECs. This device is 

composed of an air chamber, an air turbine and a 

generator and is expected to be safe even under storm 

conditions. Many studies on this device have been 

performed experimentally and theoretically since the 

early 1970s. 

In the performance evaluation of the OWC-type WEC, it 

is necessary to consider the characteristics of the incident 

wave motion, the motion of the internal free surface 

affected in the structure such as a partly submerged wall, 

the fluctuation of air pressure in an air chamber, and the 

rotation of the air turbine. However, most of the past 

studies were carried out by dividing into two steps of the 

primary conversion and the secondary conversion.  

To estimate the primary conversion performance, the 

many researches [5,6] on the air chamber with the nozzle 

as the substitute of the turbine were conducted. Wilbert et 

al. [7] carried out the wave flume tests to evaluate the 

hydrodynamic performance of Double Chamber 

Oscillating Water Column (DCOWC). Ning et al. [8] 

investigated the hydrodynamic performance of a fixed 

OWC wave energy device under various wave conditions 

and geometric parameters in a wave flume. In this study, 

the power take-off was implemented through a nozzle 

situated on the roof of the chamber. Though, the effects of 

the turbine are unclear in the above studies. 

As concerns the secondary conversion, by means of the 

test rig having a piston-cylinder to generate the oscillating 

air flow, the performance of the air turbine was evaluated 

in a series of studies. Setoguchi et al. [9,10] reviewed a 

variety of experimental results concerning the 

performances of the Wells turbine and the impulse 

turbine. Besides, Takao et al. [11] showed that the 

impulse turbine was superior to the Wells turbine in a 

wide flow rate range. 

On the other hand, there are the studies about the 

performance of the OWC with the turbine [12], but the 

most studies make mention of the performance of the 

OWC with the Wells turbine. Besides, the influences of 

the turbine geometry on the primary conversion and 

secondary conversion performances were not clarified.   
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This paper discusses the geometry effects of the impulse 

turbine on the primary and secondary conversion 

efficiencies in the fixed OWC-type WEC based on the 

experimental data needed to make this design method. 

Additionally, the performance of the Wells turbine is 

compared with the one of the impulse turbine. 

II. EXPERIMENTAL APPARATUS 

Fig. 1 shows the arrangement of the experimental devices 

in the 2-dimensional wave tank. This tank is 18.5 m long, 

0.8 m wide and contains 0.8 m water depth. An absorbing 

wave generator was installed at the end of the tank and 

the model turbine was located at the other end of the tank. 

Four wave height gauges (TS-DWG) produced by 

TECHNO SERVICE Co., Ltd. were arranged to measure 

the amplitudes of the incident wave accurately [13]. The 

wave data is fed into the computer through the analog-to-

digital converter (PCI-3165) from the Interface 

Corporation. The incident wave height was configured as 

high as possible in this wave tank, and the value was 0.1 

m.  

 
Fig. 2 shows the model of OWC-type wave energy 

converter with the impulse turbine. In the experiments, 

the turbine is rotated by the alternating-current 

synchronous motor (HG-JR73) manufactured by the 

Mitsubishi Electric Corporation. The torque transducer 

(SS-005) and the electromagnetic rotation detector (MP-

981) produced by ONO SOKKI Co., Ltd. were located at 

the end of the turbine shaft. The air chamber length is 0.7 

m, the curtain wall depth is 0.1 m and the thickness of the 

curtain wall is 0.005 m. The schematic design of the air 

chamber was conducted in a series of numerical studies 

[14]. 

Fig. 3 indicates the location of the pressure gauge (AP-

10S) and the wave height gauges (FW-H07 and UD320) 

made by KEYENCE CORPORATION at the top of the 

air chamber. The rectangular orifice of the air chamber is 

located at the center. The data of waves, the turbine 

rotational speed, the torque, the pressure and the water 

surface elevation in the air chamber were measured 

simultaneously. The sampling frequency is 50 Hz and the 

data collection was started after the lapse of 30 seconds 

from the start of the wave generator.  

 
Fig. 4 shows the basic configuration of the rotor and the 

fixed guide vanes. This turbine configuration was adopted 

on the basis of the air turbine test results [9]. The numbers 

of the rotor blades and the single-stage guide vanes are 30 

Fig. 2: Model OWC with impulse turbine 

Fig. 3: Positions of pressure gauge and wave 

height gauges at top of air chamber 

Fig. 1: Arrangements of model turbine and wave 

height gauges in 2-D wave tank 
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and 26, respectively. The inlet/outlet angle  of rotor is 60 

degrees and the setting angle  of guide vane is 30 

degrees. The inner diameter D of turbine casing is 170 

mm, the hub ratio  is 0.7 and the clearance between the 

rotor blade tip and the casing is 0.3 mm. The inner 

diameter D of the turbine casing was determined based on 

the condition that the total pressure drop at the turbine is 

equal to the total pressure difference at the nozzle which 

the ratio of cross-section between the nozzle and the air 

chamber is 1/100. 

 
Besides, we conducted the steady flow turbine test. In this 

test without waves, the bottom of the air chamber was 

closed by an acrylic board as shown in fig. 5 and the 

steady flow was generated by a centrifugal fan. 

 
III. EXPERIMENTAL RESULTS 

3.1 Impulse Turbine 

3.1.1 Effect of number of guide vanes 

Fig. 6 shows a comparison of the efficiencies between the 

three cases with different number Zg of guide vanes. The 

abscissa is the ratio between the wave length  and the air 

chamber length L. In this experiment, the wave length  

was changed while keeping the time-averaged rotational 

speed of turbine N = 700 rpm. The wave periods are T = 

1.00 sec., 1.15 sec., 1.30 sec., 1.41 sec., 1.50 sec., 1.56 

sec., 1.65 sec., 1.73 sec., 1.87 sec., 2.03 sec., 2.30 sec. and 

2.63 sec. The primary conversion efficiency 1, the 

secondary conversion efficiency 2 and the generating 

efficiency  are defined as:  

1
air

wave

P

P
                                                                  (1) 

2

torque

air

P

P
                                                                (2) 

torque

wave

P

P
                                                                  (3) 

where Pair is the time-averaged power of the air, Pwave is 

the time-averaged power of the incident wave and Ptorque 

is the turbine output. The definitions of these parameters 

are as follows:  

0
( )

T

air

S
P p t dt

T t




                                             (4) 

21

2
wave w i gP g C W                                              (5) 

0
0

1 T

torqueP T dt
T

                                                  (6) 

where S, p, , w, g, i, Cg, W, T0 and  denote the cross-

section area of air chamber, the pressure, the six averaged 

water level in the air chamber, the water density, the 

gravitational acceleration, the incident wave amplitude, 

the group velocity, the chamber width, the turbine output 

torque and the angular velocity of turbine, respectively.  

As shown in fig. 6, the maximum generating efficiency  

is achieved at around /L = 6.3 in all three cases Zg = 32, 

26 and 20. 

Next, the rotational speed N was changed while keeping 

the ratio /L = 6.3 as shown in fig. 7. The maximum 

generating efficiency  was achieved at about N = 700 

rpm in all three cases Zg = 32, 26 and 20. Meanwhile, the 

high generating efficiency of about 0.28 was obtained in 

two cases of Zg = 32 and 26. On the other hand, the 

maximum value of  decreased in the case of Zg = 20. 

The remarkable difference of  appeared at higher speed 

than 1000 rpm according to the 2. It seems that the 

decrease of the 2 was caused by the reduction of the 

whirl velocity of flow from the upstream guide vane 

based on the flow separation in the case of Zg = 20.  

 

Fig. 5: Model for steady flow test 

Fig. 4: Configuration of rotor and guide vane 
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3.1.2 Effect of setting angle of guide vane 

To know the effects of the setting angle  of guide vane 

on the primary and secondary conversion efficiencies, the 

 was varied from the base case of 30.0 degrees to 37.5 

degrees and 22.5 degrees. In fig. 8, the efficiencies are 

compared between the above three cases. The number of 

guide vanes is Zg = 26 giving the high efficiency. The 

ratio /L was kept constant at 6.3. As shown in fig. 8, the 

effect of the  on the 1 is small at about N = 700 rpm 

giving the maximum . Besides, the maximum value of 

the  is highest at  = 30.0 degrees. 

Figs. 9 and 10 show the amplitudes of the pressure and 

the water surface elevation in the air chamber. It is found 

that the pressure increases at smaller . Meanwhile, the 

amplitude of the water surface elevation decreases 

inversely with the pressure rise. Therefore, the difference 

of the 1 due to the  is small in fig. 8. 

 
Fig. 11 shows the turbine performances in three cases of 

the above different  in waves and the result of the steady 

flow test in fig. 5, where CT is the torque coefficient, CA is 
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Fig. 8: Change in efficiencies due to setting angle of 

guide vane at /L = 6.3 
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Fig. 10: Water surface elevation in air chamber 

0

0.2

0.4

0.6

0.8

0 4 8 12

Z
g
 = 32 Z

g
 = 26 Z

g
 = 20


1
, 


2
, 


/L


1


2


 = 60 deg.

Z
r
 = 30  = 30 deg.

Fig. 6: Change in efficiencies due to number of guide 

vane at time-averaged rotational speed N = 700 rpm 

Fig. 7: Change in efficiencies due to number of 

guide vane at /L = 6.3 
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the input coefficient and the abscissa  is the flow 

coefficient. The definitions of these parameters are as 

follows:  

0

2 2( ) / 2
T

a T

T
C

v U S r



                                      (7) 

2 2( ) / 2
A

a

p
C

v U





                                            (8) 

av

U
                                                                       (9) 

 

where , va, U, ST and p are the air density, the axial 

velocity, the circumferential velocity at mean radius r [= 

D(1+)/4], the flow passage area of turbine and the total 

pressure drop at the turbine. In the steady flow test, the 

inlet/outlet angle  of rotor is 60 degrees, the number Zg 

of guide vanes is 26 and the setting angle  of guide vane 

is 30 degrees.  

In fig. 11(a), the maximum 2 of about 0.48 was obtained 

at  = 0.71 in the case of  = 30.0 degrees in wave test 

results, and the value is almost the same level as the case 

of the steady flow test. On the other hand, in both cases  

= 37.5 degrees and 22.5 degrees, the maximum 2 

decreased slightly. In addition, the flow coefficient giving 

the maximum 2 became small by reduction of the  from 

30.0 degrees to 22.5 degrees. Furthermore, in the case of 

 = 22.5 degrees, the CA increased markedly at around  = 

0.45 of the maximum efficiency point compared with the 

other cases in fig. 11(c). This fact corresponds to the 

pressure rise in fig. 9. In the case of  = 22.5 degrees, 

along with the pressure rise, the turbine output torque 

becomes higher at small flow rate due to the increase of 

the whirl velocity of flow from the upstream guide vane 

as shown in fig. 11(b). This is the reason why the peak of 

2 appeared in the small flow rate.  

3.1.3 Effect of inlet/outlet angle of rotor 

The inlet/outlet angle of rotor was changed from  = 60 

degrees to 50 degrees. Fig. 12 shows the variations of the 

efficiencies due to the rotational speed.  

 
In addition, fig. 13 shows the secondary conversion 

efficiency as a function of the flow coefficient. The trend 

shifting the peak of 2 to the small flow rate region at  = 

22.5 degrees in fig. 13 is similar to the one of the case of  
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Fig. 12: Efficiencies at  = 50 degrees 
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Fig. 11: Turbine performance: (a) secondary 

conversion efficiency, (b) torque coefficient and (c) 

input coefficient 
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= 60 degrees in fig. 11(a), although the maximum value 

of 2 decreased. This reduction of 2 causes the 

deterioration of the  as shown in fig. 12.  

 
Fig. 14 shows a comparison of the efficiency between 

three cases with different inlet/outlet angle  of rotor. The 

setting angle  of guide vane is 30 degrees. It is noticed 

that the effect of  on the 1 is small at about N = 700 rpm 

giving the maximum , and the highest 2 and  are 

achieved in the case  = 60 degrees. As the above results, 

the recommended impulse turbine consists of the 

inlet/outlet angle  = 60 degrees of rotor, the setting angle 

 = 30 degrees of guide vane, the number Zr = 30 of rotor 

blades and the number Zg = 26 of guide vanes. 

 
3.2 Wells Turbine 

The energy conversion efficiency of the OWC model with 

the Wells turbine was measured for comparison with the 

one of the above impulse turbine. In fig. 15, the blades 

numbers of the Wells turbine without the guide vane are 

Zr = 7, 6 and 5. In all three cases, the chord length is 51 

mm, blade profile is NACA0020, the aspect ratio is 0.5 

and the hub ratio is 0.7. In the case Zr = 6, the solidity at 

mean radius is 0.67, and this value was adopted in the 

previous research on a performance in the steady flow 

condition [15]. 

 

Fig. 16 shows the efficiencies at /L = 6.3 in three cases 

Zr = 7, 6 and 5. It is found that the operating speed range 

N of the Wells turbine is high compared with the one of 

the impulse turbine. And, it seems that the N giving the 

high 2 and  shifts to the higher speed range with the 

decrease of the blade number, though the maximum 2 

and  are reduced in the case Zr = 7. The maximum 2 of 

about 0.48 and the maximum  of about 0.28 were 

achieved in both cases Zr = 6 and 5. These maximum 

values are almost the same level as the ones of the 

impulse turbine in fig. 14.  

 
Figs. 17 and 18 are the amplitudes of the pressure and the 

water surface elevation in the air chamber. The pressure 

increased at the larger Zr, and the amplitude of the water 

surface elevation decreased inversely with the pressure 

rise.  
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Fig. 15: Wells turbine 
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Fig. 19 is a comparison of the turbine performances. The 

steady flow test results denote the performance of the 

impulse turbine in fig. 5 and the one of the Wells turbine 

having the casing diameter D = 300 mm in the previous 

research [15]. As shown in fig. 19, the maximum 2 in all 

three cases Zr = 7, 6 and 5 are obtained at about  = 0.21, 

and the CA increases with the pressure rise in fig. 17. In 

both cases Zr = 6 and 5, the same high 2 as the previous 

research on the steady flow performance of the Wells 

turbine is achieved. Meanwhile, the maximum 2 

becomes lower in the case Zr = 7, because the increase of 

CT corresponding to the increase of CA is not sufficient. 

This is caused by the fact that the flow passage area at 

hub side is extremely narrow as shown in fig. 15. 

 

IV. CONCLUSIONS 

This paper discussed the effects of the impulse turbine 

specification such as the rotor inlet/outlet angle , the 

guide vane's setting angle  and the guide vane's number 

Zg on the primary conversion efficiency 1, the secondary 

conversion efficiency 2 and the generating efficiency  

(= 12) in the fixed OWC-type WEC based on the 

results of the 2-dimensional wave tank tests.  

 
In the experiments, the rotor inlet/outlet angle was 

changed between three cases  = 70 degrees, 60 degrees 

and 50 degrees, and the guide vane's setting angle was 

varied from  = 30.0 degrees to 37.5 degrees and 22.5 

degrees. Besides, the single-stage guide vane's number 

was changed from Zg = 26 to 32 and 20. Furthermore, the 

performances of the Wells turbines with different number 

Zr of blades were investigated. The following concluding 

remarks are obtained.  

1. The maximum generating efficiency of about 28% is 
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Fig. 19: Wells turbine performance: (a) secondary 

conversion efficiency, (b) torque coefficient and (c) 

input coefficient 
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achieved in both cases Zg = 32 and 26. 

2. In the case with  = 60 degrees and  = 30 degrees, 

the maximum secondary conversion efficiency of 

about 48% as high as the one in the steady flow 

condition is obtained. 

3. The combination of  = 60 degrees,  = 30 degrees, 

Zg = 26 and the rotor blade number Zr = 30 is the 

promising specification of the impulse turbine. 

4. As regards this experiment, the maximum secondary 

conversion efficiency in the OWC with the Wells 

turbine is almost the same level as the one of the 

impulse turbine. 
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Abstract—In this paper the well-known Schwarzschild 

Solution is discussed. In the first section, by resorting, as 

usual, to the Einstein Field Equations, a short summary of 

the conventional derivation is provided. In the second 

section, we carry out an alternative derivation of the 

Schwarzschild Metric. The above-mentioned procedure is 

based upon several noteworthy hypotheses, among which 

the existence of a further spatial dimension stands out. 

Initially, we postulate a Universe identifiable with a 4-ball, 

homogeneously filled with matter, whose radius equates 

the Schwarzschild Radius. Then, in order to obtain the 

vacuum field, all the available mass is ideally concentrated 

in a single point. By imposing a specific condition 

concerning the measured radius, we deduce a metric that, 

if subjected to an appropriate parametrization, allows us 

to finally obtain the Schwarzschild solution.     

Keywords—Vacuum Field, Weak Field Approximation, 

Schwarzschild Metric, Alternative Derivation. 

 

 

I. CONVENTIONAL DERIVATION 

If we impose a spherical symmetry, the general static 

solution is represented by the underlying metric: 

𝑑𝑠2 = 𝐴(𝑟)𝑐2𝑑𝑡2 − 𝐵(𝑟)𝑑𝑟2 − 𝑟2𝑑𝜃2 − 𝑟2 sin2 𝜃 𝑑𝜑2 (1) 

Obviously, we have already set equal to one, without any 

loss of generality, the parametric coefficient related to the 

angular part of the metric. A and B exclusively depend on 

the “flat coordinate”, denoted by r. In particular, coherently 

with the hypothesized static scenario, whatever time 

derivatives must necessarily vanish.  

As for the metric tensor, from (1) we immediately obtain:  

𝑔𝑖𝑗 = [

𝐴(𝑟) 0 0 0

0 −𝐵(𝑟) 0 0

0 0 −𝑟2 0
0 0 0 −𝑟2 sin2 𝜃

] (2) 

𝑔𝑖𝑗 =

[
 
 
 
 
 
 
 
 

1

𝐴(𝑟)
0 0 0

0 −
1

𝐵(𝑟)
0 0

0 0 −
1

𝑟2 0

0 0 0 −
1

𝑟2 sin2 𝜃]
 
 
 
 
 
 
 
 

 (3) 

Let’s deduce the Christoffel Symbols. Generally, we have:  

𝛤𝑖𝑗
𝑘 =

1

2
𝑔𝑘ℎ (

𝜕𝑔ℎ𝑖

𝜕𝑥𝑗
+

𝜕𝑔ℎ𝑗

𝜕𝑥𝑖
−

𝜕𝑔𝑖𝑗

𝜕𝑥ℎ) (4) 

The indexes run from 0 to 3. Clearly, 0 stands for t, 1 for r, 

2 for θ, and 3 for φ.  

Setting k=0, from (2), (3) and (4), we obtain:  

𝛤01
0 = 𝛤10

0 =
1

2𝐴

𝑑𝐴

𝑑𝑟
 (5) 

All the other symbols (if k=0) vanish.  

Setting k=1, from (2), (3) and (4), we obtain:  

𝛤00
1 =

1

2𝐵

𝑑𝐴

𝑑𝑟
,  𝛤11

1 =
1

2𝐵

𝑑𝐵

𝑑𝑟
,  𝛤12

1 = −
𝑟

𝐵
,  𝛤13

1 = −
𝑟

𝐵
sin2 𝜃 (6) 

All the other symbols (if k=1) vanish.  

Setting k=2, from (2), (3) and (4), we obtain:  

𝛤12
2 = 𝛤21

2 =
1

𝑟
,  𝛤33

2 = −sin 𝜃 cos 𝜃 (7) 

All the other symbols (if k=2) vanish. 

Setting k=3, from (2), (3) and (4), we obtain:  

𝛤13
3 = 𝛤31

3 =
1

𝑟
,  𝛤23

3 = 𝛤23
3 =

1

tan 𝜃
 (8) 

All the other symbols (if k=3) vanish.  

Let’s now deduce the components of the Ricci Tensor. 

Generally, with obvious meaning of the notation, we have:  

𝑅𝑖𝑗 =
𝜕𝛤𝑖𝑘

𝑘

𝜕𝑥𝑗
−

𝜕𝛤𝑖𝑗
𝑘

𝜕𝑥𝑘 + 𝛤𝑖𝑘
𝑙 𝛤𝑗𝑙

𝑘 − 𝛤𝑖𝑗
𝑙𝛤𝑘𝑙

𝑘 (9) 

By means of some simple mathematical passages, omitted 

for brevity, we obtain all the non-vanishing components: 

𝑅00 = −
1

2𝐵

𝑑2𝐴

𝑑𝑟2 +
1

4𝐵

𝑑𝐴

𝑑𝑟
(
1

𝐴

𝑑𝐴

𝑑𝑟
+

1

𝐵

𝑑𝐵

𝑑𝑟
) −

1

𝑟𝐵

𝑑𝐴

𝑑𝑟
 (10) 

𝑅11 =
1

2𝐴

𝑑2𝐴

𝑑𝑟2 −
1

4𝐴

𝑑𝐴

𝑑𝑟
(
1

𝐴

𝑑𝐴

𝑑𝑟
+

1

𝐵

𝑑𝐵

𝑑𝑟
) −

1

𝑟𝐵

𝑑𝐵

𝑑𝑟
 (11) 

𝑅22 =
1

𝐵
+

𝑟

2𝐵
(
1

𝐴

𝑑𝐴

𝑑𝑟
−

1

𝐵

𝑑𝐵

𝑑𝑟
) − 1 (12) 

𝑅33 = sin2 𝜃 [
1

𝐵
+

𝑟

2𝐵
(
1

𝐴

𝑑𝐴

𝑑𝑟
−

1

𝐵

𝑑𝐵

𝑑𝑟
) − 1] = sin2 𝜃 𝑅22 (13) 
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If we denote with R the Ricci Scalar and with Tij the generic 

component of the Stress-Energy Tensor, the Einstein Field 

Equations [1] can be written as follows:  

𝑅𝑖𝑗 −
1

2
𝑅𝑔𝑖𝑗 =

8𝜋𝐺

𝑐4 𝑇𝑖𝑗 (14) 

If we impose that, outside the mass that produces the field, 

there is the “absolute nothing” (neither matter nor energy), 

the first member of (14), that represents the so-called 

Einstein Tensor, must vanish. Consequently, we have:  

𝑅𝑖𝑗 −
1

2
𝑅𝑔𝑖𝑗 = 0 (15) 

From (15), exploiting the fact that the Einstein Tensor and 

the Ricci Tensor are trace-reverse of each other, we have:  

𝑅𝑖𝑗 = 0 (16) 

From (10), (11) and (16), we immediately obtain:  

−
1

2𝐴𝐵

𝑑2𝐴

𝑑𝑟2
+

1

4𝐴𝐵

𝑑𝐴

𝑑𝑟
(
1

𝐴

𝑑𝐴

𝑑𝑟
+

1

𝐵

𝑑𝐵

𝑑𝑟
) −

1

𝑟𝐴𝐵

𝑑𝐴

𝑑𝑟
= 0 (17) 

1

2𝐴𝐵

𝑑2𝐴

𝑑𝑟2
−

1

4𝐴𝐵

𝑑𝐴

𝑑𝑟
(
1

𝐴

𝑑𝐴

𝑑𝑟
+

1

𝐵

𝑑𝐵

𝑑𝑟
) −

1

𝑟𝐵2

𝑑𝐵

𝑑𝑟
= 0 (18) 

From (17) and (18), we have:  

𝑑𝐵

𝐵
= −

𝑑𝐴

𝐴
 (19) 

𝐵 =
𝐾1

𝐴
 (20) 

The value of the constant K1 can be deduced by imposing 

that, at infinity, the ordinary flat metric must be recovered. 

In other terms, we must impose the following condition:  

lim
𝑟→∞

𝐴(𝑟) = lim
𝑟→∞

𝐵(𝑟) = 1 (21) 

From (20), taking into account (21), we obtain:  

𝐵 =
1

𝐴
 (22) 

𝑔00𝑔11 = −1 (23) 

From (16) and (12) we have:  

𝐴 +
𝑟𝐴

2
[
1

𝐴

𝑑𝐴

𝑑𝑟
− 𝐴

𝑑

𝑑𝑟
(
1

𝐴
)] − 1 = 0 (24) 

𝐴 + 𝑟
𝑑𝐴

𝑑𝑟
− 1 =

𝑑

𝑑𝑟
(𝑟𝐴) − 1 = 0 (25) 

𝐴 = 1 +
𝐾2

𝑟
 (26) 

It is worth highlighting that, at this point, we could already 

deduce the “original” Schwarzschild Solution [2], without 

assigning any particular value to the constant K2.  

The value of K2 can be directly deduced by resorting to the 

so-called Weak Field Approximation. If we denote with ϕ 

the Gravitational Potential, we can write:  

𝐴 = 𝑔00 = (1 −
𝜙

𝑐2)
2

≅ 1 − 2
𝜙

𝑐2 = 1 −
2𝑀𝐺

𝑟𝑐2  (27) 

From (26) and (27), we immediately deduce:  

𝐾2 = −
2𝑀𝐺

𝑐2  (28) 

From (22) and (27), we have:  

𝐵 =
1

1 −
2𝑀𝐺
𝑟𝑐2

 (29) 

At this point, the metric can be immediately written. 

However, in order to directly obtain a more compact form, 

we can denote with Rs the value of r that makes the metric 

singular (the so-called Schwarzschild radius):  

2𝑀𝐺

𝑐2
= 𝑅𝑠 (30) 

From (27), (29) and (30) we finally obtain:  

𝑑𝑠2 = (1 −
𝑅𝑠

𝑟
) 𝑐2𝑑𝑡2 −

𝑑𝑟2

1 −
𝑅𝑠

𝑟

− 𝑟2(𝑑𝜃2 − sin2 𝜃 𝑑𝜑2) (31) 

 

II. ALTERNATIVE DERIVATION 

Although the space we are allowed to perceive is curved, 

since it is identifiable with a hyper-sphere whose radius 

depends on our state of motion [3] [4], the Universe in its 

entirety, assimilated to a 4-ball, is considered as being flat 

[5]. All the points are replaced by straight line segments: 

in other terms, what we perceive as being a point is actually 

a straight-line segment crossing the centre of the 4-ball. [4]   

At the beginning (no singularity), we hypothesize that the 

Universe, whose radius equates the Schwarzschild Radius, 

is homogeneously filled with matter [6]. 

The scenario is qualitatively depicted in Figure 4. 

 
Figure 1. Initial Scenario 
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If we denote with X the predicted radius (the straight-line 

segment bordered by O’ and P in Figure 1), and with χ the 

angular distance between P and O (as perceived by an ideal 

observer placed in C), we can write:  

𝑋 = 𝑅𝑠 sin 𝜒 (32) 

The measure of the corresponding great circumference, 

denoted by CX, is provided by the following banal relation:  

𝐶𝑋 = 2𝜋𝑋 = 2𝜋𝑅𝑠 sin 𝜒 (33) 

From (32) we immediately deduce:  

𝜒 = arcsin (
𝑋

𝑅𝑠
) (34) 

If we denote with l the measured radius (the arc bordered 

by O and P in Figure 1), from (34) we have:  

𝑑𝑙 = 𝑅𝑠𝑑𝜒 =
𝑑𝑋

√1 − (
𝑋
𝑅𝑠

)
2

 
(35) 

At this point, the Friedmann–Robertson–Walker metric 

can be finally written:  

𝑑𝑠2 = 𝑐2𝑑𝑡2 −
𝑑𝑋2

1 − (
𝑋
𝑅𝑠

)
2 − 𝑋2(𝑑𝜃2 + sin2 𝜃 𝑑𝜑2) (36) 

Let’s now suppose that all the available mass may be 

concentrated in the origin. According to our model [6], the 

spatial lattice undergoes a deformation that drags O to C.  

The scenario is qualitatively depicted in Figure 2.  

 
Figure 2. Singularity 

We hypothesize that the singularity does not influence the 

measured distance (the proper radius): in other terms, if the 

angular distance between whatever couple of points does 

not undergo any variation, the corresponding measured 

distance remains the same [6]. In order to satisfy this 

condition, the radial coordinate (the segment bordered by 

C and Pg in Figure 2) must abide by the following relation: 

𝑟 = 𝑅𝑠 sin 𝜒 (37) 

In fact, it can be instantly verified that:  

√(
𝑑𝑟

𝑑𝜒
)
2

+ 𝑟2 = 𝑅𝑠 (38) 

The predicted radius (the segment bordered by O’g and Pg 

in Figure 2), denoted by x, undergoes a reduction. Taking 

into account (37), we can immediately write: 

𝑥 = 𝑟 sin 𝜒 = 𝑅𝑠 sin2 𝜒 = 𝑋 sin 𝜒 =
𝑋2

𝑅𝑠
 (39) 

The measure of the corresponding great circumference, 

denoted by Cx, is provided by the following banal relation:  

𝐶𝑥 = 2𝜋𝑥 = 2𝜋𝑋 sin 𝜒 (40) 

We can now write the following metric:  

𝑑𝑠2 = 𝑐2𝑑𝑡2 −
𝑑𝑋2

1 − (
𝑋
𝑅𝑠

)
2 −

𝑋4

𝑅𝑠
2
(𝑑𝜃2 + sin2 𝜃 𝑑𝜑2) (41) 

Exploiting (39), the angular distance can be evidently 

expressed as follows:  

𝜒 = arcsin(√
𝑥

𝑅𝑠
) (42) 

Consequently, we have:  

𝑑𝑙 = 𝑅𝑠𝑑𝜒 = 𝑅𝑠𝑑 [arcsin(√
𝑥

𝑅𝑠
)] = 𝑅𝑠

𝑑 (√
𝑥
𝑅𝑠

)

√1 − (√
𝑥
𝑅𝑠

)
2
 (43) 

𝑑𝑙 =
1

2

√𝑅𝑠
𝑥

𝑑𝑥

√1 −
𝑥
𝑅𝑠

 (44) 

Taking into account (44), we can write the metric in (41) 

as a function of x:  

𝑑𝑠2 = 𝑐2𝑑𝑡2 −
1

4

𝑅𝑠

𝑥
𝑑𝑥2

1 −
𝑥
𝑅𝑠

− 𝑥2(𝑑𝜃2 + sin2 𝜃 𝑑𝜑2) (45) 

According to our model [6], once again, the proper radius 

remains the same, notwithstanding the singularity: on the 

contrary, the predicted radius, as well as the corresponding 

great circumference, undergoes a contraction [6] [7].  

Let’s now suppose that we want to “warp” (not 

parameterize) the previous metric. If we impose that the 

measure of the predicted radius must remain the same (if 
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we assign a greater value to the “quantum of space”), we 

have to consequently increase the value of the proper 

radius. Obviously, in order to keep the speed of light 

constant, we are forced to assign a smaller value to the 

“quantum of time” (in particular, the more we approach the 

singularity, the more time must flow slowly) [7] [8]. 

Taking into account the fact that the relation between the 

initial predicted radius and the reduced one is expressed by 

(39), we obtain the following metric, in which time, very 

evidently, is no longer considered as being absolute:  

𝑑𝑠2 = (
𝑋

𝑅𝑠
)
2

𝑐2𝑑𝑡2 − (
𝑅𝑠

𝑋
)
2 𝑑𝑋2

1 − (
𝑋
𝑅𝑠

)
2

− 𝑋2(𝑑𝜃2 + sin2 𝜃 𝑑𝜑2) 

(46) 

Obviously, the metric we have just obtained is far different 

from the Schwarzschild solution. Suffice it to notice that, 

very evidently, both X and x cannot tend to infinity.  

In order to recover the Schwarzschild solution, we have to 

carry out a parameterization [6]. On this purpose, we need 

to find two new coordinates, denoted by R*(χ) and r*(χ), 

that may satisfy the following relations:  

𝑟∗ = 𝑅∗ sin (47) 

𝑑𝑙𝑟∗ = √𝑟∗2 + (
𝑑𝑟∗

𝑑
)
2

𝑑 = √𝑅∗2 + (
𝑑𝑅∗

𝑑
)
2

𝑑 = 𝑑𝑙𝑅∗  (48) 

From (47) we have:  

𝑑𝑟∗

𝑑
=

𝑑𝑅∗

𝑑
sin + 𝑅∗ cos (49) 

𝑟∗2 + (
𝑑𝑟∗

𝑑
)
2

= 𝑅∗2 + (
𝑑𝑅∗

𝑑
)
2

sin2 

+ 2𝑅∗
𝑑𝑅∗

𝑑
sin  cos  

(50) 

Very evidently, if the derivative of R* is null, imposing 

R*(0)=Rs, we instantly recover (37). On the contrary, if the 

derivative of R* is not null, from (50) we easily deduce:   

2 tan𝑑 =
𝑑𝑅∗

𝑅∗
 (51) 

Imposing R*(0)=Rs, from (51) we immediately obtain:   

𝑅∗ =
𝑅𝑠

cos2 
 (52) 

From (52), we have:  

sin  = √1 −
𝑅𝑠

𝑅∗ (53) 

𝑑𝑅∗ = 2𝑅𝑠

sin 

cos3 
𝑑 (54) 

From (48), (52) and (54), denoting with l* the 

parameterized proper radius (we must bear in mind that, 

according to the model herein proposed, the singularity 

does not influence the measured distance), we obtain:  

𝑑𝑙𝑅∗ = 𝑑𝑙𝑟∗ = 2𝑅𝑠

sin

cos3 
√1 +

1

4 tan2 
𝑑

= √1 +
1

4 tan2 
𝑑𝑅∗ = 𝑑𝑙∗ 

(55) 

From (54) and (55) we have:  

lim
→𝜋/2

𝑑𝑙∗

𝑑𝑅∗ = 1 (56) 

Taking into account (47) and (52), the parameterized 

predicted radius is provided by the following relation:  

𝑋∗ = 𝑅∗ sin = 𝑅𝑠

sin 

cos2 
= 𝑟∗ (57) 

As for the corresponding great circumference, we have:  

𝐶𝑋∗ = 2𝜋𝑋∗ = 2𝜋𝑟∗ (58) 

From (54) and (57) we have:   

lim
→𝜋/2

𝑋∗

𝑅∗
= 1 (59) 

Taking into account (47) and (52), the parameterized 

reduced predicted radius can be written as follows: 

𝑥∗ = 𝑟∗ sin = 𝑅𝑠 tan2  = 𝑅∗ − 𝑅𝑠 (60) 

As for the corresponding great circumference, we have:  

𝐶𝑥∗ = 2𝜋𝑥∗ = 2𝜋(𝑅∗ − 𝑅𝑠) (61) 

In Figure 3 a useful comparison between old and new 

(parameterized) coordinates is qualitatively displayed.  

 
Figure 3. Singularity: Comparison Between Coordinates 
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In Figure 4, the very interesting scenario we obtain if 

χ=π/4 is qualitatively depicted.  

 
Figure 4. Singularity: particular case (χ=π/4) 

By virtue of (55) and (57), when mass is evenly spread on 

the hypersphere with which we identify the Universe we 

are allowed to perceive (actually, when matter 

homogeneously fills the 4-ball with which we identify the 

Universe in its entirety), the parameterized distance in (36) 

acquires the underlying compact form:  

𝑑𝑠∗2 = 𝑐2𝑑𝑡∗2 − 𝑑𝑙∗2 − 𝑋∗2(𝑑𝜃2 + sin2 𝜃𝑑𝜑2) (62) 

Obviously, we have replaced t with t*. Time, in fact, shows 

necessarily trace of the parameterization we have carried 

out. On this subject, if we consider a null geodesic (a light-

like interval) in the equatorial plane, from (62) we have:  

𝑐𝑑𝑡∗ = 𝑑𝑙∗ (63) 

The previous banal relation clearly shows that, if space is 

subjected to a parameterization, being c a constant, time 

must be parameterized too.  

Far from the origin (when χ tends to π/2), taking into 

account (56) and (59), the metric in (62) (no singularity) 

acquires the following “flat” form: 

𝑑𝑠∗2 = 𝑐2𝑑𝑡∗2 − 𝑑𝑅∗2 − 𝑅∗2(𝑑𝜃2 + sin2 𝜃𝑑𝜑2) (64) 

Let’s now concentrate in the origin all the available mass. 

According to our model, once again, the proper radius 

remains the same, notwithstanding the singularity: on the 

contrary, the predicted radius, as well as the corresponding 

great circumference, undergoes a contraction. However, 

following the same line of reasoning we have exploited in 

order to deduce (46), imposing that the measure of the 

predicted radius must remain the same (if we assign a 

greater value to the “quantum of space”), we have to 

consequently increase the value of the proper radius. 

Consequently, in order to keep the speed of light constant, 

we are forced to assign a smaller value to the “quantum of 

time” (in particular, the more we approach the singularity, 

the more time must flow slowly). Since the relation 

between the initial predicted radius and the reduced one, 

both parameterized, is expressed by (47), taking into 

account (53), by “warping” (65) we obtain the following 

metric, that represents a Schwarzschild-like Solution:  

𝑑𝑠∗2 = (1 −
𝑅𝑠

𝑅∗) 𝑐2𝑑𝑡∗2 −
𝑑𝑅∗2

1 −
𝑅𝑠

𝑅∗

− 𝑅∗2(𝑑𝜃2 + sin2 𝜃𝑑𝜑2) 

(65) 
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Abstract— It is not uncommon, during contractor selection 

process, for prequalifier’s decisions to be informed by 

certain parameters. In the light of this, the choice of the 

criteria to be eventually adopted depends on factors that 

play complimentary role when the contractor is to be 

selected. Therefore, this study assesses the factors that 

determine the choice of contractors’ prequalification 

criteria for civil engineering project. The purpose is to 

bring the unrecognised factors into limelight by 

establishing the degree of their relevance on the choice of 

contractor’s prequalification criteria as well as 

ascertaining their importance to meeting stakeholder’s 

objectives. The objectives include identifying the factors 

which determine the choice of contractors’ prequalification 

criteria for civil engineering project and assess the 

importance of the factors to meeting stakeholders’ 

expectation. The study employ well-structured 

questionnaire distributed to various category of 

respondents comprising Civil/Structural Engineers, 

Quantity Surveyors and Architects engaging in civil 

engineering project. It adopts percentile, mean item score 

(MIS) and relative importance index (RII) in the analysis of 

the data derived from the retrieved questionnaire. Result 

indicates that, apart from Civil/Structural Engineers, 

employment into civil engineering organizations favours 

Quantity Surveyors than Architects. Construction of 

building is paramount among civil engineering 

organizations with little involvement in railway project. The 

choice of contractors’ prequalification criteria for civil 

engineering project is dictated by a number of factors with 

project type emerging the most influential. Importance of 

the factors touches the client, consultants and contractor. It 

recommends that Quantity Surveyors should embrace 

continuous professional development. Factors influencing 

the choice of contractors’ prequalification criteria must be 

duly considered before taking final decision on the 

criterion/criteria to adopt in choosing the contractor for 

civil engineering project prioritizing project type. 

Keywords— Contractor’s prequalification criteria, civil 

engineering project, project type. 

 

I. BACKGROUND 

Responsibility of the construction industry is multi-

dimensional. Part of which include meeting the demands 

and needs of other industries as well as people in the society 

through products emanating from different project 

categories. Its products are actually in form of projects 

derived from building, civil engineering and 

heavy/industrial engineering [1]. Actualisation of desire to 

acquire construction project require the involvement of 

construction professionals irrespective of the project 

category. Such professionals include Architects, Quantity 

surveyors and Civil/Structural engineers who do face many 

challenges bordering on prequalification, tendering and 

selecting a contractor in the course of performing their 

responsibilities of appropriately advising the client. These 

professionals have been differently described by some 

authors focusing on their duties based on the training 

received. For instance, [2] and [3] opined that Quantity 

Surveyor is professionally trained, qualified and 

experienced in dealing with problems relating to 

construction cost management and communication in the 

construction industry. On the other hand, [4] stated that 

Architect is a professional who creates and construct 

building, consultation, analysis and design necessary for 

creation of building and their environment. According to 

[5], Civil engineer is professional trained to deal with the 

design, construction, and maintenance of the physical and 

naturally built environment, including works like roads, 

bridges, canals, dams, and buildings. In spite of its existing 

numerous purposes, prequalification can be adopted at early 

stages of the bidding process in order to select a group of 

potential contractors. Adopting bid prequalification process 

https://dx.doi.org/10.22161/ijaers.4.9.11
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for contractors, project owners can benefit in several ways. 

If the bid specifications for a contract only require the 

selection of the lowest-cost bidder, project performance and 

quality could be jeopardized. Construction projects are 

risky, and always prone to uncertainties. In view of this, [6] 

suggested a systematic contractor prequalification process 

in order to reduce the risks and uncertainties. The process of 

selecting contractors for a proposed project obviously 

involve major decision making which may influence the 

progress and success of any construction project [7]. The 

work of some authors reveal that contractors can be selected 

based on some criteria from which client choose for a 

proposed project [8] and [9]. However, literatures observe 

that adoption of specific contractor prequalification 

criterion/criteria demand consideration of some factors. 

This leads to suggesting that decision makers should 

consider project characteristics, conditions of the 

construction market, and project participants in order to 

enhance the effectiveness of such criterion/criteria. 

Execution of the decision taken during contractors’ 

prequalification exercise is expected to yield two major 

results of reducing risk of project failure and increase the 

chances of project success so as to meet stakeholders’ 

expectations. The effect of project failure, which usually 

manifest in terms of high initial cost of projects, project 

inflation, poor quality of works, delay in project delivery 

and abandonment, has been the principal determinants of 

the image of Nigeria construction industry. Therefore, 

chances of achieving a successful construction project may 

become narrow if client and consultants concentrate on 

determining the prequalification criteria to be adopted in 

selecting the contractor for such project. A review of 

literatures indicate that a lot of research work has been done 

in the area of prequalification of contractors with much 

emphasis on the criterion/criteria for selecting the contractor 

perceived to be the most suitable to undertake the contract 

for the construction of both building and civil engineering 

projects [9]; [10]; [8]; and [11]. However, the aspect of 

factors that influences the choice of the criterion/criteria, 

which needs proper attention, has not been delved into 

resulting to dearth of research effort in this area. According 

to Oforeh (2006) civil engineering projects posses special 

characteristics demanding peculiar resources for 

implementation. It is against this background that this 

research seeks to assess the factors that determine the 

choice of contractors’ prequalification relative to civil 

engineering project. This work reflects various factors and 

the degree of their influence in making the choice of 

contractors’ prequalification criterion/criteria focusing civil 

engineering project. The result is an eye opener to 

construction industry participants, especially client and 

consultants saddled with the responsibility of selecting 

contractors, as it enables them to appreciate the potential 

ability of the factors that determine the choice of 

contractors’ prequalification for civil engineering project. It 

also provides data for further studies and an important tool 

to compare civil engineering project with other category of 

construction projects in the construction industry. 

 

II. AIM AND OBJECTIVES OF THE STUDY 

The aim of the study is to assess the factors responsible for 

the choice of contractors’ prequalification criteria for civil 

engineering project. However, the specific objectives are as 

follows: 

i. to assess the factors which determine the choice of 

contractors’ prequalification criteria for civil 

engineering project; and 

ii. to evaluate the importance of the factors determining 

the choice of contractors’ prequalification criteria for 

civil engineering project to meeting stakeholders’ 

expectation 

 

III. REVIEW OF PREVIOUS RELATED 

STUDIES 

3.1 Brief perception on contractors’ prequalification 

criteria and project performance  

Construction project development usually witness several 

decision making exercise. One of such decisions is in 

respect of selecting the appropriate bidders for a particular 

project in the face of adversity and uncertainty which must 

be overcame. No matter how meticulous the development of 

the contract, poor selection of the contractor(s) to execute 

the work will surely magnify the problems encountered on 

the project. In order to overcome these problems, a 

competent contractor who will be able to complete the 

project within cost, time and quality is required. This can be 

achieved through prequalifying contractors prior to the 

bidding process which is the first stage in the selection 

process and then through evaluation of tenders. Contractor 

selection exercise is incomplete without prequalification 

which is the process of screening construction contractors 

by project owners or their representatives according to a 

predetermined set of criteria deemed necessary for 

successful project performance. The criteria adopted to 

prequalify contractors are characterized by significant 

attributes according to [12]. This is often to determine the 

contractor’s competence or ability to participate in the 

project bid. It implies that there must be a set of principles 

https://dx.doi.org/10.22161/ijaers.4.9.11
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(criteria) laid down upon which the standard of acceptance 

and performance are to be measured even though such 

criteria varies in emphasis according to the characteristics 

of the project [13]. Performance of a project in the industry 

is a source of concern to both public and private sector 

clients whose expectations  includes timely project 

completion within budget, safety and quality standards. 

These variables constitute overall client’s satisfaction 

ingredients and stakeholders' expectations. [14] defines 

performance as monitoring and controlling all projects on 

regular basis. Failure of any construction project in the 

industry is mainly related to the problems and failure in 

respect of performance. [15] remarks that performance 

problems are in large construction industry due to many 

reasons such as incompetent contractors, poor estimation, 

change management, social and technological issues, site 

related issues, and improper techniques. Civil engineering 

project is very complex having wide range of different 

clients and contractors which comprises of public and 

private clients, main contractors, civil engineers and 

construction professionals operating within the construction 

industry. Activities in the industry are being carried out on 

project basis and could be within an organization [16]. 

                 

3.2 Factors responsible for the choice of contractors’ 

prequalification criteria for civil engineering project 

Customariy, evaluation of contractors is often performed by 

construction industry professionals using their accumulated 

experience and judgment. Although, there are variations in 

the amount of effort and time expended in the process, often 

without an understanding of how such variations influence 

the project outcome. An important step in evaluation is to 

examine contractor’s system for handling project 

information relating to work tasks. Contractor’s approach to 

safety and what actions taken to achieve desired results are 

also usually scrutinized. All these are to ensure the 

emergency of the most reliable contractor and preventing 

the contract getting to a wrong hand. Many parameters have 

been noticed to come to play in an attempt to determine the 

contractors that would proceed to the financial bid stage of 

the selection process. Apart from meeting the requirement 

of predetermined prequalification criteria, there are other 

factors considered during contractors’ screening exercise 

before final decision is taken. The following are most of the 

key factors usually considered when making the choice of 

contractors’ prequalification criterion/criteria. 

 

3.2.1 Project size and complexity 

Every construction project is characterized by specific size 

and complexity leading to describing a project as small or 

big as well as simple or otherwise. Possession of peculiar 

features or presence of certain elements has been observed 

as basis for determining whether a construction project is 

complex or not. For instance, [17] opines that project 

complexity stemmed from unclear definition of objectives 

and the type and standard of knowledge/skill needed for its 

erection. [18] adds that complex projects have a high degree 

of disorder and instability. They are sensitive to small 

changes and are typically dynamic. A large and complex 

project may have some processes that will have to be 

iterated several times for the purpose of clear define and 

meeting stakeholders’ requirements. 

 

3.2.2 Client type                                                           

The construction industry is apparently endowed with 

different kind of project owners, comprising public and 

private organizations as well as individuals. The client is 

extremely important to the extent that no construction 

project can exist without a client who initiates and plays 

significant role of financing all activities in the process of 

achieving any construction project. [19] opine that little 

work has been done in the aspect of studying the 

performance of clients in the construction industry in spite 

of their indispensability and huge responsibilities. It states 

that construction industry mainly focused on contractors 

and supply chain neglecting the performance of client 

which has not been clearly investigated especially in the 

developing countries. 

 

3.2.3 Experience of consultants   

Consultants in the construction industry are many, each 

performing specific role at preconstruction, during 

construction and post construction stages of projects. They 

ensure that project is completed to the right quality as 

indicated in the technical specification and standards 

without running afoul of the time and cost. Some of the 

diverse roles of consultant in the process of acquiring 

project include reviewing and updating details, monitoring 

contractor’s operations to ensure timely commencement of 

operations [20]. Bearing in mind that actualisation of 

construction project involves different developmental 

stages; consultant is expected to demonstrate a clear 

understanding of client’s objectives, the project, tender 

process, construction success, and technical requirement of 

project. 

 

3.2.4 Project cost 

https://dx.doi.org/10.22161/ijaers.4.9.11
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No construction project exists without corresponding cost 

which is either pre or post determined in the life of the 

project. In most cases, construction project cost is 

determined before construction commences. This is to 

enable the client to have an idea of the financial implication 

of the project in addition to the fact that cost is a major 

aspect of the terms of the agreement between the client and 

contractor. According to [21] project cost evidently ranks 

among the important parameters determining the success of 

a project. In spite of the high degree of importance attached 

to project cost by client, contractor and consultants, 

completion of project within estimated cost is very rare. 

This situation is peculiar to virtually all categories of 

projects in the construction industry [22]. Project cost, 

having been determined, is expected to be sufficient to 

execute the project from start to finish. However, 

construction project can vary from extremely profitable to 

barely worth it and sometimes end up costing the contractor 

more than what he is getting paid to complete it. Evidently, 

client is happy when paying no extra money on project and 

the contractor getting paid as at when due. Therefore, cost 

of a project must be managed so that contractors do not 

suffer while carrying out different projects because 

contractor is willing to finish project on time. 

 

3.2.5 Environmental factor 

The environment where construction project is located feels 

the impact of the contractor’s activities. According to 

Youker (1992) cited in [23], construction project is affected 

by elements that are situated outside the confines of the 

project. It lists a sizeable number of these elements and note 

that the elements constitute threat to project success and 

show different degree of influence on projects. The work of 

Bennette (1991) referenced in [23] indicate that 

construction activities cannot take place without 

interference from environmental factors which are capable 

of straining a successful completion of construction project. 

Having identified the various environmental factors 

confronting construction project, it advised that 

environmental factors should not be neglected in the 

process of acquiring a construction project. 

 

3.2.6 Duration of project 

How long it will take a construction project to come to 

reality is one of the important variables the client likes to 

know and forms part of the terms of agreement between the 

client and contractor. The period within which a 

construction project must be achieved or delivered 

constitute part of the benchmarks for judging the 

performance of such project [24]. At an early stage in the 

life of a project, determining the contract duration is one of 

the critical issues to address because of its importance to 

assessing the progress and performance of a project as well 

as the efficiency of the project organization. In spite of the 

enormity of the research work in the area of construction 

project duration, [25] submit that construction project still 

encounter a high degree of uncertainty as far as timely 

completion is concerned. One of the literatures reviewed in 

[26] trace the criticism faced by construction industry to 

failure to complete project on time. 

 

3.2.7 Project type  

There are different kinds of construction project delivered 

by the construction industry according to [27]. They fall 

into three distinct categories of building, civil and 

heavy/industrial engineering demanding specific method of 

construction while execution depends on resource 

availability, work quantity and complexity of work [1] and 

[28]. There are obviously different kinds of civil 

engineering project as listed in [29]. Project type provides a 

view of the quality the project can be estimated prior to 

starting of the project or during execution of the project. 

 

3.2.8 Speed of construction 

According to Wikipedia, construction is the process of 

translating designs into reality through involvement of the 

design team and a contractor selected by means of bidding. 

In today’s fast paced construction environment, clients opt 

for fast track construction in order to enhance achievement 

of their intention. To contractors, speed enhances 

profitability because project is completed without delay and 

contractor stay on site not more than envisaged. In addition, 

ability of constructing faster and completing projects on 

time objectively reflect the capacity of contractor to 

organize and control site operations, optimally allocate 

resources and manage the information flow among sub 

contractors. Construction speed was utilized as a response 

variable. 

 

3.2.9 Socio-political factor 

According to [30] no project exists in a vacuum but it is 

rather subject to an array of influences from regulatory 

control to industrial intervention. [31] states that 

construction project is affected by the social/cultural 

practices of the people where the project is located. This has 

to do with the peoples’ customs, lifestyles and values 

believed to be the significant features of a society. 

Similarly, [32] observe that social/cultural aspect of project 
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environment relate to numerical size, educational standard, 

beliefs, language and disposition towards social 

responsibilities of the people. Consequently, the political 

environment of a project is concerned with the role played 

by the government as client, national economy and 

construction environment regulators. This is done via 

policies, enactment of laws that are capable of dictating the 

happenings within the construction industry. Every 

community apparently exhibit peculiarly different socio-

political lifestyles which is potentially capable of 

influencing the operations of organizations carrying out 

construction activities in the community [23]. Therefore, 

[30] opine that contractors of construction project will take 

cognisance of political aspect that can lead to uncertain 

environment. 

 

3.2.10 Location of project 

In the construction industry, project customarily has 

specific location. This can be on land, sea rock or river 

bank. Each project location poses different challenges 

emanating principally from its nature in addition to 

geographical status leading to demanding different 

construction method and approach. 

 

IV. RESEARCH METHODOLOGY 

For the purpose of this study, 56 organisations dealing in 

civil engineering projects, spreading across the state capital 

of the six south west states of Nigeria were visited. These 

comprise Ikeja, Ibadan, Abeokuta, Oshogbo, Akure and 

Ado-Ekiti. Data were obtained by means of questionnaire 

which allowed respondents to choose from the options 

provided. The questionnaire was designed to elicit 

information in respect of respondent’s area of 

professionalism and years of experience so as to set the 

stage for the study. However, respondents were requested to 

score the listed factors as well as the importance of the 

factors contributing to the choice of contractors’ 

prequalification criteria relative to civil engineering project. 

In order to achieve the ordinal data needed, scoring was 

between 1 and 5 in each case with 1 accorded the least and 

5 the highest rating. Percentile was adopted in analyzing the 

data relating to background information. Mean item score 

(MIS) was used to analyse the data in respect of the factors 

determining the choice of contractors’ prequalification 

criteria using the formula stated below. 

 

Mean 
Σfx

Σf
=

f1x1+ f2x2 …….+fnxn

f1 + x2 ……...+ fn
… … … (1) 

 

Where: 

Σ = Summation symbol 

X = Class mark 

F = Frequency 

Moreover, relative importance index (RII) was utilized in 

case of the importance of the factors to meeting 

stakeholders’ expectations. The formula stated below was 

adopted. 

 

Relative Importance Index (RII) =
Σ5i=1𝑅W𝑅1𝑅X𝑅1

 Σ5i=1X𝑅1𝑅
… … … (2) 

 

Where: 

W1 = weight assigned to ith response; w = 1, 2, 3, 4 and 5 

for i = 1, 2, 3, 4 and 5 respectively 

X1 = frequency of ith response 

i = response category index = 1, 2, 3, 4 and 5 for very low, 

low, moderate, high and very high respectively. 

It must be noted that results were ranked in both cases in 

accordance with their magnitude and presented in tables. 

 

V. RESULTS 

5.1 Background information 

A total of 107 valid questionnaires were retrieved from 

target respondents and analysed accordingly. The result of 

the question posted to identify the area of professional 

specialization of the consultants is presented in table 1. 

Over half (53%) are Civil/Structural Engineers while about 

33% are Quantity Surveyors. Less than one-quarter (14%) 

are Architects. This result indicates that Civil/Structural 

Engineers dominate the organizations visited with 

reasonable number of Quantity Surveyors and few 

Architects. However, the presence of Architects in this case 

may not be unconnected with the likelihood of combining 

both building and civil engineering projects so as to 

improve the chances of getting jobs. In order to establish the 

length of years already spent in the respondents’ place of 

work, table 2 show that majority (49) already spent between 

11 and 20 years. Only 22 record between 21 and 30 years of 

experience while 27 respondents indicate 10 years and 

below. Few (9) of the respondents have their years of 

experience established between 31 and 50 years range. The 

average year of experience of the respondent is about 17 

years. This is considered sufficient to acquire relevant 

experience to justify their competence to provide the 

reliable data needed in this study. 
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Table.1: Profession of respondents 

Consultants F % 

Quantity surveying 35 32.71 

Architecture 15 14.02 

Civil/Structural Engineering  57 53.27 

Total 107 100.00 

 

Table.2: Respondents’ years of experience 

Years F                   X   FX                 

Less than 10years 27                  5 135                     

11-20years 49                 15.5  760                    

21-30years 22                 25.5  561                    

31-40years 7                   35.5  249                    

41-50years 2                   45.5   91                     

Total 107                127      1796                  

 

Mean= 
1796

107
 = 16.79 ≈ 17years. 

Consequent upon response to the question posted to 

establish the level of respondents’ involvement in some 

selected civil engineering projects believed to be common 

in the target towns, table 3 depict that construction of 

building polls the highest percentage (55%). This is 

followed by road construction which scored about 27%. 

Bridge construction accounted for 10% while construction 

of dam and railway poll approximately 6% and 2% 

respectively. The result indicates that the respondents 

mostly involve in building projects probably because 

contract for other project types are not easy to win. It can be 

advanced that building project demand the input of an 

Architect leading to forming the reason for the engagement 

of Architects by the civil engineering organizations. The 

level of involvement of the respondents in dam and railway 

project is low meaning that these are rarely undertaken. 

 

Table.3:  Type of project undertaken 

Type of project F % Cum % 

Road construction 29 27.1 27.1 

Building construction 59 55.1 82.2 

Dam construction 6 5.6 87.9 

Railway construction 2 1.9 89.7 

Bridge construction 11 10.3 100 

Total 107 100   

 

5.2 Factors responsible for the choice of contractors’ 

prequalification for civil engineering project 

From table 4, the mean item score of project type is 

estimated at 4.50 thereby ranking first. This is followed by 

project type with mean item score of 4.40 leading to ranking 

second. Consultants’ experience and size/complexity of 

project ranks third and fourth having mean item score of 

4.34 and 4.13 respectively. Speed of construction and 

environmental factor rank fifth and sixth with mean item 

score of 4.10 and 4.04 respectively. The mean item score of 

project duration and location is 4.00 and 3.92 leading to 

ranking seventh and eighth as shown in the table. Client 

type and socio-political factor has their mean item score 

estimated at 3.84 and 3.56. These factors came ninth and 

tenth in the ranking order. The least mean item score from 

the result is above the mid-point (2.50) of the scale used, 

meaning that all the listed factors are capable of 

determining the choice of contractors’ prequalification 

criteria for civil engineering project. In spite of this, a 

general overview of the result indicate that the mean item 

score of most (7) of the factors range from 4.00 to 4.50 

while that of the remaining three (3), fall between 3.56 and 

3.92. This signifies that the factors command different 

degree of relevance when the choice of contractors’ 

prequalification criteria for civil engineering project is to be 

made. 

Table.4: Factors responsible for the choice of contractors’ 

prequalification criteria 

Options Mean Rank 

project type 4.50 1 

Project cost 4.40 2 

Experience of consultants 4.34 3 

Project size/complexity 4.13 4 

Speed of construction 4.10 5 

Environmental factor 4.04 6 

Duration of project 4.00 7 

Location of project 3.92 8 

Client type 3.84 9 

Socio-political factor 3.56 10 

 

5.3 Importance of factors determining the choice of 

contractors’ prequalification criteria for civil 

engineering project to meeting stakeholders’ expectation 

Outcome of the analysis carried out on the data relating to 

the importance of the factors determining the choice of 

contractors’ prequalification criteria for civil engineering 

project is presented in table 5. The least and highest relative 
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importance index of the listed options is estimated at 0.72 

and 0.89 respectively. These values are considerably high 

compared to the mid-point (0.50) of the upper limit (1.00) 

as far as relative importance index is concerned. This shows 

that high degree of importance is derived from factors 

determining the criteria to be adopted in the selection of 

contractor for civil engineering project towards meeting 

expectations of stakeholders. 

Table.5: Importance of factors determining the choice of contractors’ prequalification criteria for civil engineering 

project 

Options RII    Rank 

Acquisition of necessary experience by the client that can assist in similar future project and ability 

to absorb subsequent changes 0.89 1 

Enhancement of contractors' ability to select competent subcontractors from a list provided by a 

client 0.87 2 

Assists contractors to rely on previous track record and past experience in similar project 0.87 2 

Contractors have opportunity to present recommendation from clients in respect of previously 

completed work 0.86 4 

Creates platform for contractors to present proposed detailed programme of work for the project 0.86 4 

Clients have the idea of the challenges the contractor will probably encounter while executing the 

project 0.85 6 

Consultants are allowed to demonstrate the level of their knowledge about the project 0.84 7 

Consultants are made to be aware of the likely challenges the contractor may encounter when 

executing the project 0.81 8 

Clients are enabled to establish the level of consultant experience 0.81 8 

Clients are enabled to have the idea of the quality the contractor will deliver 0.79 10 

Early detection of contractors' weakness and identification of  when to advice the client by 

consultants 0.77 11 

Establishment of the team’s competence by the client 0.76 12 

Assists consultants to recommend contractors based on relevant track record and experience 0.72 13 

 

VI. FINDINGS 

Professionals in the field of Civil/Structural Engineering 

predominates organisations dealing in civil engineering 

project with considerable number of Quantity Surveyors 

and few Architects. This may be linked to the nature of the 

training accorded the professionals and project mostly 

undertaken by the organizations of employment. Besides, it 

can be deduced that delivery of civil engineering project 

demand the involvement of Quantity Surveyors than 

Architects, hence the degree of their employment into civil 

engineering organizations. The professionals have spent 

remarkable length of time in their respective organisation of 

employment, giving them enough opportunity to be 

involved in different kind of civil engineering project of 

different magnitude. This accords them opportunity to 

acquire relevant experience both in the process of selecting 

contractors and administration of civil engineering project. 

Also, the organizations engage mostly in construction of 

buildings, showing that activities within the organizations 

tend towards the demands of building projects. In spite of 

this, the organizations also engage in the delivery of civil 

engineering products. Therefore, it can be advanced that 

construction of road is paramount among the professionals 

compared to construction of bridges, dams and railway. 

Experience in the construction of bridge may not be 

unconnected with the road project undertaken by the 

professionals because of the likelihood of road crossing 

streams, swampy area and difficult terrains requiring 

construction of bridges. Furthermore, construction of 

railway is occasionally undertaken by the professionals. 

Hence, it can be advanced that railway construction is an 

uncommon civil engineering project leading to little 

involvement of the professionals in railway project. This 

implies that the professional are exposed to slim chances to 

acquiring experience in railway construction. However, 

project type is the most important factor to be considered 

when making the choice of contractors’ prequalification 

criteria for civil engineering project. This signifies that there 

is possibility of different civil engineering project 

demanding specific contractors’ prequalification criteria. 

Project cost is also an important yardstick determining the 

choice of contractors’ prequalification criteria as far as civil 
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engineering project is concerned. Hence, the contractors’ 

prequalification criterion/criteria to be adopted for civil 

engineering project depend on the cost of the project. 

Experience of the consultants also counts when the choice 

of contractors’ prequalification criteria is to be made for any 

kind of civil engineering project. This means that the 

experience acquired by consultants, which may be peculiar 

to specific civil engineering project type, also determine the 

choice of contractors’ prequalification criteria. Apart from 

this, magnitude of civil engineering project may vary; 

therefore, size/complexity proves to be a good determinant 

of the choice of contractors’ prequalification criteria. The 

choice of contractors’ prequalification criteria also depends 

on the speed at which construction project is to be 

delivered. This means professionals pay attention to the 

eagerness of the client to see his/her project completed on 

or before the scheduled time expires and therefore would 

consider speed of construction. In addition, it can be 

inferred that potential users wish to start enjoying the 

facility as quickly as possible, even ahead the stipulated 

date. Bearing in mind that construction projects are usually 

confronted by environmental challenges which can 

negatively or positively affect their success, environmental 

factor also influence the choice of contractors’ 

prequalification criteria for civil engineering project. The 

time allocated to starting and completing a construction 

project is among the factors agreed to influence the choice 

of contractors’ prequalification criteria for civil engineering 

project, meaning that consultants place high premium on 

project duration. This infers that the period within which a 

project must be delivered forms part of the essential 

determinants of the choice of contractors’ prequalification 

criteria for civil engineering project. Project location is also 

prominent among the factors considered as determinant of 

the choice of contractors’ prequalification criteria for civil 

engineering project. This implies that taken the 

geographical location of project into account when making 

the choice of contractors’ prequalification criteria is crucial. 

This may not be unconnected with the need to put into 

consideration the various pricing ingredients of the project 

locality when estimating project cost. Client type, which 

may be private or public, ranks among the important factor 

believed to influence the choice of contractors’ 

prequalification criteria for civil engineering project. 

Consideration of client type, in this case may be in respect 

of client’s characteristics which may be in terms of size and 

popularity. The socio-political nature of the environment 

where project is located command great relevance when 

making the choice of contractors’ prequalification criteria 

for civil engineering project. The socio-political factors 

surrounding a project may differ from one place to another. 

Therefore, it can be deduced that socio-political factor can 

negatively or positively affect a project.  

Factors determining the choice of contractors’ 

prequalification criteria for civil engineering project 

showcase series of importance to stakeholders while 

meeting their expectations. In support of the view that 

contractors can be selected by either the client or his/her 

representatives, this study is of the opinion that project 

owner stands to acquire relevant experience that can assist 

in similar future project and enhance ability to absorb 

subsequent changes. Furthermore, ability of contractors to 

select competent subcontractors from a list provided by a 

client is also enhanced by factors determining the choice of 

contractors’ prequalification criteria in respect of civil 

engineering project. Contractors are assisted to rely on 

previous track record and past experience in similar project 

in addition to having opportunity to present 

recommendation from clients in respect of previously 

completed work. Platform to present proposed detailed 

programme of work for project is created by factors that 

determine the choice of contractor selection criteria for civil 

engineering project. Also, clients are given opportunity to 

have the idea of the challenges the contractor will probably 

encounter in the process of project delivery while 

consultants are allowed to demonstrate the level of their 

knowledge about the project. Consultants are consequently 

made to be aware of the likely challenges the contractor 

may encounter when executing the project. Clients are also 

enabled to establish the level of consultants’ experience 

which may depend on project type among other factors. 

This study equally indicates that project owner is enabled to 

have a prior knowledge of the quality the contractor will 

deliver at an early stage because contractors' weakness and 

identification of when to advice the client by consultants 

can be early detected through factors that determine the 

choice of contractor selection criteria for civil engineering 

project. Furthermore, opportunity to establish the team’s 

competence is enjoyed by the client while consultants are 

assisted to recommend contractors based on relevant track 

record and experience. 

 

VII. CONCLUSION AND RECOMMENDATIONS 

Apart from Civil/Structural Engineers, specially trained in 

the field of engineering, Quantity Surveyor has greater role 

to play and more useful in civil engineering inclined 

organizations than Architects. Involvement and experience 

of the professionals varies according to project type. There 
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is dearth of railway project leading to corresponding little 

experience by professionals engaging in civil engineering 

project. Therefore, it can be submitted that they are vast in 

construction of buildings and extremely little involvement 

in railway construction. Professionals are aware of the 

various factors determining the choice of contractors’ 

prequalification criteria for civil engineering project. In 

spite of commanding varying degree of relevance, project 

type emerged the most influential factor as far as civil 

engineering project is concerned. It should be noted that this 

is not at the expense of other factors because they show 

absolutely high degree of influence in determining the 

choice of contractors’ prequalification criteria in this regard. 

However, factors that determine the choice of contractors’ 

prequalification criteria for civil engineering project are 

characterized by a number of importance. Scanning the 

importance of the factors, there is indication that its benefits 

fall into three dimensions. Hence, it is beneficial to project’s 

key actors comprising owner, consultants and contractor by 

assisting them to identify appropriate criterion/criteria that 

can lead to emergence of competent and qualified 

contractor before awarding any contract. Consequently, it is 

important to recommend that Quantity Surveyors embrace 

participation in continuous professional development so as 

to fortify their relevance in civil engineering project. Also, 

because of the benefits derivable from the factors 

influencing the choice of contractors’ prequalification 

criteria, the factors must be considered before making final 

decision on the choice of the criterion/criteria to be adopted 

for any civil engineering project. Consideration, in this case, 

must conform to the ranking order depicted in table 4. This 

will ultimately give room to balancing such criterion/criteria 

with attributes of the project and other relevant parameters. 
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Abstract—The development of sensor, information and 

communication technology, or new technology, has 

contributed to the development of robot technology. A 

new generation of service robots has been developed, and 

the highest number of their practical applications is for 

defense and security. Progress and development of 

information technology, sensor technology and servo-

drive is responsible for the development of over 600 

different types or prototype service robots. Service robots 

are designed for professional jobs and service jobs that 

are used in everyday life. The rapid development of 

computer management enabled the rapid development of 

various service robots that can move independently, 

autonomously exchange information with their 

surroundings and act completely autonomously (UV 

Unmanned Vehicles - vehicles that operate autonomously 

without human management). They can be used in all 

operating conditions on land, air and water, which is 

most important for the development of service robots for 

defense and security. Different applications of service 

robots for defense and security have been developed, and 

some are described in the paper, as well as the tendency 

of their application in the recent years. A large number of 

service robots for defense and security were developed, 

which are used for obtaining information about the 

vulnerability of human populations during earthquakes, 

fires or military activities. After obtaining information, 

we can make proper decisions that will serve the purpose 

of rescue and assistance to the ones in danger. The 

tendency of application of service robots for security and 

defense is constantly rising in the past few years. It is 

estimated that the development of sophisticated service 

robots for defense, rescue and security will continue in 

the future, and the number of applications will increase. 

Keywords— Robot, Service Robot, Application of 

Service Robots, Defense, Rescue, Security. 

 

I. INTRODUCTION 

Robotic technology has a noble objective – for example, 

to replace the man in performing tedious, monotonous or 

dangerous and health-endangering jobs. During the 

20thcentury, advances in new technologies, sensors 

technology, computers and servo-drive enabled the 

development of hundreds of different types of service 

robots for non-production applications. Robotic 

technology is the technical branch, which already has its 

own rich tradition. Robots, just like people, have passed 

generation cycles. The development of supporting 

technologies, such as information and communication and 

sensor technology, enables each new generation of robots 

to receive more advanced features than the previous one, 

which is primarily related to the achieved degree of 

intelligence, supporting computing power, improved 

dynamic characteristics, as well as advanced algorithms 

[1,2,4,13,20]. Service robots for defense, rescue and 

security are manufactured in different shapes and sizes, 

from unmanned combat vehicles to groups of  insectoid 

devices that will cooperate in certain task in the near 

future. The largest operation in their development process 

is conducted, of course, in the USA, where community 

sponsors projects involving many different new 

technologies. In many cases, inspiration for these projects 

comes directly from nature, because they copy the way 

the various living organisms perceive and feel their 

surroundings, determine the course of action, cooperate 

with other individuals, move and perform some of their 

tasks. Different remotely control devices are already in 

use today, mostly in dangerous jobs such as mine 

clearance and destruction of planted terrorist bombs. 

Remot-controlled service robots have been introduced in 

many defense units. They present a transitional step to 

gather experience for the transition to a new generation of 

remotely controlled service robots. During operation, 

remote operator will only occasionally operate service 

robot, while most of the time the service robot will be 

autonomous. The ultimate goal of development is for one 

operator to manage multiple remote-controlled service 

robots. Such service robots will be reprogrammable, will 

retain stable behavior even in complex, uncertain and 

changing conditions, will be able to learn, and will be 
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safely and reliably used in close proximity to people. For 

certain operations, they will be so small, so that they can 

be stored in the military jacket pocket. It is necessary to 

develop service robots that will operate in risky areas, in 

order to avoid presence of man. Risky areas include war 

zones, detection and destruction of landmines, 

firefighting, inspection of nuclear reactors and steam 

generators, inspection and analysis of waste water, 

inspection of pipelines, inspection of power transmission 

lines [3,4,12,16,19]. 

 

II. DISSEMINATION OF SERVICE ROBOTS FOR 

DEFENSE, RESCUE AND SAFETY IN THE 

WORLD 

According to the classification created and adopted by the 

UNECE- United National Economic Commission for 

Europe and IFR- International Federation of Robotic, 

service robots are divided in two groups: professional 

service robots and personal/home service robots. The 

development of new technology such as digital 

technology, information communication technology, 

sensor technology, new materials and others, had an 

enormous impact on the development of robot 

technology. So far, more than 600 different types of 

service robots have been developed and applied in 

different fields [4,14,17]. The need for the development 

of service robots initiated the development of companies 

that conduct research and production of service robots. In 

2016, IFR – International Federation of Robotic, 

identified about 620 companies for the production of 

service robots in the world. The percentage of 

representation of such companies per continent is shown 

in Figure 1 [5]. 

  
Fig. 1: Percentage of service robot production companies 

per continent 

 

Based on Figure 1 we can conclude that that IFR- 

International Federation of Robotic identified the largest 

number of service robot production companies in Europe, 

about 258 companies, which presents 42 % of total 

number of identified companies. The second place is held 

by North America with about 226 companies, which is 

about 36 % of the total number of identified companies. 

The third place is occupied by Asia with 112 identified 

companies, which presents 18 % of total number of 

service robot production companies. Other continents 

have about 4 % of service robot production companies. 

The tendency of production of service robots in the world 

per individual countries is shown in Figure 2 [5-15].  
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Fig.2:  The number of companies for service robot 

production per countries in the world 

 

Based on Figure 2, we can assert that the united States are 

in first place by the number of companies for the robot 

production where the International Federation of Robotics 

(IFR) has identified around 62 companies. The second 

place is held by France with 16 companies, followed by 

Germany with 13 companies and Switzerland with 10 

companies for robot production. All other identified 

countries shown in the Figure 2 have less than 10 

companies for robot production. Economic Commission 

at the United Nations for Europe (UNECE), the 

Organization for Economic Co-operation and 

Development (OECD) and the International Federation of 

Robotics (IFR) adopted the introductory system for the 

classification of service military robots by categories and 

types of interaction, so that service robots in defense have 

the following classification: demining robots, unmanned 

aerial vehicle, unmanned off-road vehicles and other 

robots for defense, whereas service robots for security and 

rescue are separately classified. In order to create a 

quality tendency of application of service robots in the 

world, as well as service robots for security and defense, 

the statistical data is taken from the International 

Federation of Robotics (IFR), the Economic Commission 

at the United Nations for Europe (UNECE) and the 

Organization for Economic Co-operation and 

development (OECD) [1,2,5-11]. The tendency is shown 

in Figure 3. Analysis of the chart of the application of 

service robots for professional services leads to the 

conclusion that the tendency of application of service 

robots for professional services during the period 2005-

2015 is constantly growing. In 2005, about 5.000 service 

robot units were applied, with the tendency increasing 

each year. It is notable that in 2011 about 16.500 robot 

units were applied, which indicates the linear tendency of 

increase of the use of service robots for professional 
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services. In the period 2011 – 2015, there was a sudden 

increase in the application of service robots for 

professional services, as per exponential function, so that 

about 41.000 service robots for professional service were 

used in 2015. 
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Fig.3: Total annual production of service robots for 

professional services for the period 2005-2015 [4-11] 

 

This tendency of application of service robots is enabled by 

the development of new technologies, especially 

information and sensor technologies that are promoting 

robotic technology. It is expected that this tendency of the 

application of service robots for professional services in the 

world will continue. Service robots for professional 

services are used in medicine, defense, rescue, security, 

agriculture, cleaning, construction, underwater systems, 

household, inspection and maintenance, public relations, 

space research, or in other words in all segments of society 

where there is a need to replace the man to perform certain 

tasks [4,13,18,21-25]. To date, the largest number of 

service robot units is applied in defense, rescue and 

security, and therefore the tendency of application of 

service robots in this area is shown in Figure 4. 

 

 
Fig.4: Annual application of service robots for defense, 

rescue and safety for the period 2005 – 2015 

 

The tendency of annual application of service robots for 

defense, rescue and security, shown in Figure 4, is linearly 

increasing, starting with the application of 2.700 robot units 

in 2005 to the application of 6.400 robot units in 2007. In 

the period 2007 – 2011 there was little deviation in terms of 

application of service robots for defense, rescue and 

security on annual basis, so that the application was 

approximately 6.500 robot units. In 2012 there was a 

sudden increase in the application of these robots with 

10.000 robot units. The application of robots continued to 

grow and in 2015, 11.300 robot units were used. It is 

estimated that this increasing tendency will continue in the 

future [5]. We can conduct a comparative analysis of the 

application of service robots for defense, rescue and 

security with other service robots for professional services 

in 2015, as shown in Figure 5. 

 

 
Fig. 5: Percentage of application of service robots for 

defense, rescue and security in 2015 worldwide 

 

Based on statistical data published in [5], we come to the 

conclusion that in 2016 total 41.000 service robot units 

for professional services were applied in the world, of 

which 11.200 robot units are for defense, rescue and 

security, which presents 27,29 % of total robots used. All 

other applications of service robots constitute 72.71 % of 

robot units. To date, the highest detected application of 

service robots is for defense, rescue and security. The 

highest relevant useful factors are: high quality of work 

and productivity, reduction of manual labor, increased 

safety and avoiding risk, increase of operational usability, 

temporary flexibility, new, previously available contents 

and conditions etc. Table 1 shows the evaluation of the 

relevance of the factors for service robots that are applied 

in defense, rescue and security [1,2,4].  

 

Table.1: Assessment of relevance factors for the types of 

service robots in defense, rescue and security 
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Rob.for fire 

and mines 

0 • • • 

Security 

robot 

0 0 • • 

 

Table shows the assessment of the relevance of factors for 

each type of service robot, with the degree of relevance 

marked from 0 (not relevant) to the two points (high 

relevance). We can conclude that the best useful factor of 

the increase of security and risk avoidance is with service 

robots for defense, rescue and security.  

 

III. APPLICATION OF SERVICE ROBOTS FOR 

DEFENSE, RESCUE AND SECURITY IN THE 

WORLD 

The complexity, ambiguity and unpredictability of the 

environment of mobile service robots and certain details 

of their tasks are far greater than that of stationary robots. 

Therefore, it is generally impossible to create a detailed 

plan and program of action of mobile service robots in 

advance. In order for such service robot to completely 

independently successfully operate in unstructured natural 

environment, it must have a complex set of senses 

(sensors) by means of which will be able to follow actions 

in the environment. In addition, they have to have power 

to process and understand information gathered with 

sensors, followed by artificial intelligence with which to 

make decisions about their further activities, as well as 

highly movable and navigated authorities by which they 

will implement decisions into action. All these very 

complex systems should ideally be placed inside ofa very 

small service robot, and use very limited resources of 

energy during operation. In addition to the above, 

practical applicability of autonomous robot requires high 

safety, robustness and resistance to the most diverse 

failures and unexpected occurrences in the environment. 

Creating such a service robot is a large initiative whose 

realization is still a major challenge. The development of 

new technologies which include digital technology, 

information and communication technology, sensor 

technology, and technology of new materials contributed 

to the development and improvement of service robots for 

defense, rescue and security. Many applications were 

developed for demining, unmanned aircrafts, unmanned 

field vehicle robots, firefighting robots, and robots for 

security. Unmanned vehicles have proved to be 

indispensable in carrying out many tasks that would be 

dangerous for people (mine removal, handling radioactive 

materials, reconnaissance from the air) or tasks that are 

located in inaccessible environment for a man 

(underwater, space). According to the medium through 

which or by whom service robots move, and according to 

the basic features of their task, service robots are divided 

into many classes. Many constructions of unmanned 

aerial vehicles and service robots for rescuehave been 

developed. Many companies in the world are working to 

develop new applications of unmanned aerial vehicles, 

and service robots for extinguishing fire and rescue. 

Likewise, there are many solutions for application of 

service robots for the removal of mines in areas which are 

a consequence of the war [4,21-28]. Lightweight mobile 

robots were developed and designed, among other things, 

for the destruction of explosive devices, for handling 

hazardous materials, for search and control, to rescue 

hostages, for handling explosives, and for SWAT (Special 

Weapons and Tactics Team) teams and military units. 

They use a mechanical arm that has a full range of audio 

and video sensors with 8 modulators of user information. 

Robot weighs less than 24 kg with full equipment, can be 

carried by hand, can be quickly loaded into a truck and 

transported to the desired location. In addition, robust 

robotic systems for demining in war zones were also 

developed. A series of service robots for surveillance and 

reconnaissance by day and night were also developed for 

defense purposes. These service robots are used for 

observation of the terrain by day and night for safety 

reasons. Combat versions of these robots have also been 

developed, which can be armed with long-range missiles, 

automatic cannon and machine gun. The list of weapons 

makes it one of the most dangerous robotic platforms. 

They are still in development, and completed samples 

should have remarkable AI programs for autonomous 

action on the ground. These robots are already used by 

certain armies in the world. In addition, some of these 

robots are used in police actions, as they are equipped 

with cameras and night vision devices, as well as other 

equipment needed by police forces necessary for 

operations dealing with people safety. Besides mentioned 

applications of service robots for defense, rescue and 

safety, many other constructions have been developed, 

that serve various purposes, including fight service 

robots, reconnaissance, supply, operation in dangerous 

areas, construction of service robots for assistance to 

soldiers in cases of injuries in military operations. 

 

IV. CONCLUSION 

Lots of experience collected while using a variety of 

remotely controlled devices and drones have led 

researchers to work in the direction of full autonomy. 

Unmanned platforms should soon take unconditional, 

dangerous and tedious jobs. Service robots for defense, 

rescue and security are made in different shapes and sizes, 

from unmanned combat vehicles to the group of insectoid 

devices that will cooperate in certain operations in the 

near future. Most of the companies that produce service 

robots for defense, rescue and security are based in the 
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USA, where defense community sponsors projects 

involving many different new technologies. In many 

cases, the inspiration for these projects comes directly 

from nature, because they copy the way the various living 

organisms perceive and feel their surroundings, determine 

the course of action, cooperate with other individuals, 

move and perform some of their tasks. Different remote-

controlled devices are already in use today, mostly in 

dangerous jobs such as mine clearance and destruction of 

planted terrorist bombs. The US military is already using 

remote-controlled service robots. They present a 

transitional step to gather experience for the transition to a 

new generation of remotely controlled service robots. 

During operation, remote operator will only occasionally 

operate service robot, while most of the time the service 

robot will be autonomous. The ultimate goal of the 

development is for one operator to manage multiple 

remote-controlled service robots. Such service robots will 

be reprogrammable, they willretain stable behavior even 

in complex, uncertain and changeable conditions, they 

will be able to learn, and could safely and reliably be used 

in close proximity to people. For certain jobs, they would 

be so small, so that they can be stored in the military 

jacket pocket. The objective of the development of these 

robots is the removal of crew (man) off the weapon 

system, which reduces the need for armored protection, 

and reduced the size and perception of the system. This 

ultimately means greater flexibility and survivability, 

greater strategic and operational mobility and ease of 

logistical support. The most likely direction of 

development is the combination of unmanned and 

manned platforms, whereas unmanned service robots 

would be used in most dangerous operations. These two 

types of platforms should be similar to each other, so that 

the enemy would not be able to easily identify service 

robots. Forms of service robots depend on the type of the 

task for which the service robot was developed. Service 

robots that must overcome difficult terrains use caterpillar 

tracks. Some constructions of service robots are the size 

of a truck, and look quite similar to tractors or bulldozers, 

as shown in the figures in the paper. Other, smaller 

service robots have a very low profile to allow the greater 

mobility. Autonomous service robots use a computer 

program that allows service robot to process information 

and make some decisions independently. Instead of 

autonomous service robots, most military robots are still 

controlled by humans.  
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Abstract— In this paper, a simple inverted L-shaped 

monopole antenna is presented for portable wireless 

devices. The designed antenna performances and specific 

absorption analysis is investigated. The antenna can 

operate at widely used GSM bands 850, 1800, 1900 and 

LTE 2100MHz. A relatively inexpensive dielectric 

substrate material FR4 is considered to design the 

antenna. The Specific absorption rate (SAR) analysis and 

antenna performances comply the antenna to apply in 

mobile communication systems.  

Keywords— Antenna, Mobile Communication, GSM, 

SAR, Wireless. 

 

I. INTRODUCTION 

Printed microstrip patch antennas have been extensively 

used in mobile telephony system due to its compactness, 

cost effectiveness and simplicity characteristics. Several 

researches have been performed for GSM mobile 

applications [1-6]. The major lacking these works is 

covering GSM bands with wide impedance bandwidth. 

Besides this, Electromagnetic (EM) absorption from the 

mobile antenna is a major concern to the antenna 

researchers. Alam et al. proposed a low EM absorption 

mobile antenna for wireless antenna in [1,3], but the 

antenna didn’t cover lower GSM band. In [2], Zhao et al. 

proposed segmented loop antenna for mobile applications, 

but this antenna failed to meet the GSM band 

requirements. Lee et al. proposed a multiband mobile for 

wireless communications, but the EM absorption analysis 

was not performed [4]. In [5], a broadband antenna with 

SAR analysis has been presented. This antenna also failed 

to cover lower GSM bands. A quarter-wavelength printed 

loop antenna is presented in [7], where lower and upper 

GSM bands has been covered. Moreover, the SAR values 

of the presented antenna was also investigated, where 

marginal level of SAR values is observed.  

A multiband printed microstrip fed monopole antenna for 

portable devices has been presented. The proposed 

antenna has a simple structure and is easy to fabricate 

using low cost FR4 substrate material. EM absorption in 

terms of SAR is also investigated. The proposed antenna 

can operate within the existing wireless GSM standards, 

such as 850MHz, 1800MHz, 1900MHz and LTE 2100.  

 

II. ANTENNA DESIGN 

The proposed antenna is designed using electromagnetic 

simulation software CST microwave studio. The antenna 

consists of an inverted L-shaped monopole and a shorted 

parasitic L-shaped radiating patch, shown in fig. 1. The 

antenna is designed on available dielectric substrate 

material FR4. The antenna is fed by 50 Ω microstrip 

feedline. A partial ground plane is used, which is shorted 

with parasitic patch.  

 
Top View 

 
Bottom View 

Fig.1:  Proposed antenna design layout 
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III. ANTENNA PERFORMANCES ANALYSIS 

The reflection coefficient of the proposed antenna is 

investigated, which is shown in Fig. 1. The reflection 

coefficient curve shows that the antenna resonates at 850 

MHz and 1800MHz, 1900MHz and 2100 MHz. 

 
Fig.2:  Reflection Coefficient of the proposed antenna 

 

The surface current of the presented antenna is depicted in 

Fig. 3. Fig. 3 shows that the parasitic inverted L-shaped 

element is responsible to resonate at 850 MHz.  

Moreover, the second resonance is created for coupling 

between two patches. And the third resonance, 2100MHz 

is created due to third harmonic in microstrip line.    

 
At 800MHz 

 
At 1800MHz 

 
At 2100MHz 

Fig. 3: Surface current distribution of the proposed 

antenna 

 

 
(a) At 850 MHz 

 

 
(b). at 1800MHz 

 
(c). at 2100MHz 

Fig. 4: 2D radiation pattern of the proposed antenna 
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The radiatiion pattern of the proposed antenna is 

analysed, shown in Figure 4. From Fig. 4, it can be 

observed that the pattern shapes are not as good as a 

conventional monopole. But the antenna shows about 

3.93 dB realized gain at 850 MHz, 2.73 dB at 1800 MHz 

and 2.729 dB at 2100 MHz. The radiation efficiency of 

the antenna is presented in Fig. 5. The total efficiency of 

the proposed antenna at 850, 1800 and 2100 MHz is 

84.02%, 88.% and 88.6%, respectively.  

 

Table 1: Antenna performances 

Antenna Performances Value 

Polarisation Linear 

Radiation pattern Multipath 

Gain Positive realized gain 

Complexity Simple 

Impedance 50  Ω 

Operating frequency bands GSM 850, 1800, 

2100MHz 

Efficiency (%) at operating 

frequency 

Above 84% 

Application GSM 

 

 
Fig. 5: Efficiency of the proposed antenna 

 

IV. SAR ANALYSIS  

The mobile telephony in Bangladesh operated in Global 

System for Mobile Communication (GSM) network 

which works in the frequency exposure of 900MHz and 

1800MHz. A mobile phone antenna can transmit and 

receives signal as electromagnetic waves. The EM waves 

in absorbed by human tissues and tissue temperature 

increased, which is harmful for human being. The EM 

absorption is measured in terms of Specific absorption 

rate (SAR). The SAR values is standardized by some 

established organizations, like IEEE, International 

Commission on Non-Ionizing Radiation Protection 

(ICNIRP), the Federal Communications Commission 

(FCC) etc. The electromagnetic absorption limit 

recommended by the ICNIRP and IEEE C95.1:2005 

guideline is 1.6 W/kg averaged over 1 gram of tissue 

volume in the shape of a cube and 2.0 W/kg average over 

any 10 grams of continuous tissue [8-9]. The SAR value 

of the proposed antenna has been investigated and 

presented in Fig. 6. It is shown in Fig.6 that the antenna 

shows 10 g SAR values at 850 MHz, 1800MHz and 

2100MHz of 1.35 W/Kg, 1.26 W/Kg and 1.11 W/Kg, 

respectively.  

 

 

  
(a) 

  
(b) 

  
(c) 

Fig. 6: SAR values of the proposed antenna-(a). at 

850MHz, (b). at 1800Mhz and (c). at 2100MHz. 

 

V. CONCLUSION 

A compact multifunctional monopole antenna is 

presented for mobile wireless communication. The 

proposed antenna is suitable for lower and upper GSM 

communication systems. In addition, a wide impedance 
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band has also been achieved at about 1800 MHz for 

GSM, DCS/PCS/UMTS operation. Moreover, the 

proposed antenna complies the IEEE and ICNIRP 

requirement, which makes the antenna potential to be 

applied for wireless mobile telephony systems.  
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Abstract—This paper presents a finite element algorithm 

for nonlinear dynamic analysis of cracked beams on an 

elastic foundation subjected to moving mass. Quantity 

surveying with parameters of varied cracks, foundation 

and loads shows their influence levels on the nonlinear 

dynamic response of the beams. The findings of the paper 

are the basis for the analysis, evaluation, and diagnosis 

of damages of beam structures on the elastic foundation 

subjected to moving loads, in which the common defects 

of the beams such as cracks are considered in order to 

improve the system’s operational efficiency in a wide 

range of engineering applications. 

Keywords—Nonlinear, cracked beam, elastic 

foundation, moving masses. 

 

I. INTRODUCTION 

Beams on the foundations are usually modeled to 

calculate the structures of railway works and civil 

engineering. During the use, there are many different 

causes that can cause weakened defects for beams, one of 

which is cracks. The appearance of cracks will reduce 

bearing capacity of the beams, which leads to the risk of 

damage to the building. Salih N Akour [1] analyzed the 

nonlinear dynamics of beams on the elastic foundation 

subjected to evenly distributed moving force by analytical 

methods. Also using analytical methods, Oni and 

Awodola [2], Tiwari and Kuppa [3] analyzed the 

dynamics of Bernoulli - Euler beams on the elastic 

foundation subjected to moving masses. Haitao Yu and 

Yong Yuan [4] have focused on the analytical solution of 

an infinite Euler-Bernoulli beam on a viscoelastic 

foundation subjected to arbitrary dynamic loads. Şeref 

Doğuşcan AKBAŞ [5] investigated the free Vibration and 

Bending of Functionally Graded Beams on Winkler's 

elastic foundation using Navier method. Nguyen Dinh 

Kien, Tran Thi Thom [6] studied the influences of 

dynamic moving forces on the Functionally Graded 

Porous-Nonuniform beams. D. Froio1, R. Moioli1, E. 

Rizzi [7] and D. T. Pham, P. H. Hoang and T. P. Nguyen 

[8] used the nonlinear elastic foundation and New Non-

Uniform Dynamic Foundation applied to analyzed 

response of beam subjected to moving load and the 

results show that the influence of velocity has effects 

significantly on dynamic response of structures. N. T. 

Khiem, P. T. Hang [9] used a spectral method applied to 

analyzed response of a multiple Cracked Beam subjected 

to moving load.   

Using analytical and finite element methods, Murat. R 

and Yasar. P [10], Mihir Kumar Sutar [11], Animesh C. 

and Tanuja S. V [12], Shakti P Jena, Dayal R Parhi, P C 

Jena [13], A.C.Neves, F.M.F. Simoes, A.Pinto da Costa 

[14], Hui Ma et al. [15] analyzed the dynamics of cracked 

beams subjected to moving mass. 

Arash Khassetarash, Reza Hassannejad [16] investigated 

the Energy dissipation caused by fatigue crack in beam-

like cracked structures. Erasmo Viola, Alessandro 

Marzani, Nicholas Fantuzzi [17] used finite element 

method applied to studied effect of cracks on flutter and 

divergence instabilities of cracked beams under 

subtangential forces. 

M Attar et al. [18] analyzed the dynamics of cracked 

beams on the elastic foundation subjected to moving 

harmonic loads by analytic method, on the basis of using 

Timoshenko beam model. 

So far, there are various researches of beams on elastic 

foundation under transfer (mass, force, oscillation 

system). However, for cracked beam on the elastic 

foundation under moving loads(or masses), most methods 

reply on analytical approaches which are really applied to 

simple loading conditions. In this paper, we develop a 

numerical approach based on finite element method for 

analyzing the dynamics of beams on elastic foundation 

under moving masses. We investigate the influence of the 

elastic foundation, load speeds and location cracks in the 

dynamic response of the beams. Note that finding 

analytical solutions of such beam problems under 

arbitrary loading conditions are really challenging and no 

research is sufficiently carried out yet. Such a problem 

will be addressed in this paper. 

 

II. FINITE ELEMENT FORMULATION AND 

THE GOVERNING EQUATIONS 

A damaged beam has an open crack located at the mid-

section of the beam at position x = x0. The beam on an 

elastic foundation described by an elastic spring system to 

one direction perpendicular to the axis of the beam, which 

has the stiffness kt subjected to traversing mass ‘m’ at 

speed ‘v’ as in Fig. 1. The dimensions of the damaged 

https://dx.doi.org/10.22161/ijaers.4.9.14
http://www.ijaers.com/


International Journal of Advanced Engineering Research and Science (IJAERS)                                 [Vol-4, Issue-9, Sep- 2017] 

https://dx.doi.org/10.22161/ijaers.4.9.14                                                                                  ISSN: 2349-6495(P) | 2456-1908(O) 

www.ijaers.com                                                                                                                                                                              Page | 74  

beam are as follows, width = b, thickness = h, length = L, 

crack depth = d. 

v
y

x

m

 
Fig. 1. Cracked beam on the foundation subjected to 

moving mass 

 

For finite element model formulation the following 

assumptions are made: Elastic isotropic materials, cracks 

do not develop, and mass ‘m’ is always in contact the 

surface of the beam. 

The Timoshenko theory describes the displacement field 

components (u,v,w) of an arbitrary point (x,y,z) on the 

beam cross-section can be expressed as 

   

 

, , ,

, ,

0,

0 z

0

u u x t y x t

v v x t

w

 







     (1) 

where u0, v0 are respectively the x and y components of 

the total displacement vector of the point (x,0,0) on the 

beam neutral axis at time t, and z is the cross-section 

rotation about the z-axis. The subscript “0” represents 

axis x (y = 0, z = 0; x contains the cross section centroids 

of the undeformed beam, that will be often designed as 

middle line or reference line, in bending it coincides with 

neutral line). The x-coordinate is defined along the beam 

length, y-coordinate is along the height and the z-

coordinate is along the width. The strain-displacement 

relations are as 

2 2
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,
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0
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where  L is the linear part of the strain and  L is the 

nonlinear part given by: 
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    (4) 

The stresses are related to the strain by Hooke’s law: 

          0
,

0
x x L NL

xy xy

E
D D D

G

 
   

 
    

            
 

(5) 

where E is the Young’s modulus of the material, G is the 

shear modulus and [D] is the material matrix. 

2.1. Equation of motion of beam element with out 

crack 

The equation of motion is derived by the principle of 

virtual work [19], [21]: 

0,V in EδW +δW +δW         (6) 

where VδW is the virtual work of internal forces, inδW is 

the virtual work of inertia forces and EδW is the vertual 

work of external forces due to a virtual displacement. 

They are defined as: 
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    (7) 

In this equation [K1] is a matrix of constant terms, 

[K2({q})] and [K3({q})] are matrices that depend linearly 

on the generalized displacements and [K4({q})] is a 

matrix that depends quadratically on the generalized 

displacements, {qe} is the displacements vector. The 

linear stiffness matrix [K1], nonlinear stiffness matrices 

[K2], [K3] and [K4] have the following form: 
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where [Nu], [Nv] and [Nz] are the row vectors of 

longitudinal, transverse along y and rotational about z 

shape functions, respectively,  eq is the acceleration 

vector,  is the density of the beam, [Me] is the mass 

matrix, the vector of virtual displacement components 

will be represented by {d} and can be written as 

   
T

d u v 0    and {d0} is the vertual displacements 

on the middle line, {F0} is the external forces on the 

middle line, {Fe} is the generalized external forces.  

The mass matrix [M] and vector of generalized external 

forces {F} have following form: 
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 (17) 

Substituting equations (7), (12) and (13) into (6), the 

following nonlinear equation of motion of the beam 

without crack is obtained 

        ,e e e e e eM q K q q F    
    

  (18) 

In case with the damping force    e e e
df C q 

 
, 

equation (18) becomes 

          ,e e e e e e e eM q C q K q q F      
      

    (19) 

where 

             1 2 3 4 ,e e e e eK q K K q K q K q          
              

eC 
 

 is the damping matrix of element,  eq is 

velocity vector. 

2.2. Beam element with crack 

Considering the beam element with crack, stiffness matrix 

of the element e
cK 

  
 is identified as [11], [20] 

       ,e e e e
c cK q K q K    

      
   (20) 

where  cK is the stiffness matrix of weak beam element 

due to cracks, and the above matrices can be formulated 

as: 
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with components in equation (21) 
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where J0, Jc , respectively, are the moments of inertia of 

the beam cross section for Oz axis at non-cracked 

positions and at the positions of cracks; lc = 1,5d (d is the 

depth of the crack), le is the length of the element, E is the 

modulus of elasticity,  is the distance from the left end 

of beam element to the crack. 

Considering that the lost mass due to cracks is little 

compared to the overall mass of the element. 
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2.3. Beam element on elastic foundation 

Stiffness matrix of the beam element on elastic 

foundation e
bfK 

 
 is identified by [3]: 

      ,e e e e e
bf fK q K q K      

        
                (22) 

where      e e e e
cK q K q   

      
correlates with the 

cracked beam element, e
fK 

 
 is the stiffness matrix 

related to an elastic foundation. 

2.4. Nodal load vector element beam on elastic 

foundation under moving mass 

According to FEM method, when a moving load is 

involved in the working of the system, due to the position 

change property of the load over time, so at each point of 

time, the moving load acts on one beam element. 

Considering the beam element on elastic foundation 

subjected to the moving mass m, the force P(t) acts on m 

(Fig. 3). 

y

x

ξ = vt
y(ξ )

Iy Jy

Iθ
Jθ J

I

v
m

P(t)

fP

 
Fig. 3. Beam element on elastic foundation under moving 

mass. 

 

The force of the moving mass acting on the beam at the 

coordinate x =  = vt is: 

   
 2

2

,
, ,

x

d y x t
R x t P t m

dt


                 (23) 

where y(x,t) is element deflection, 
2

2

d y

dt
 is the absolute 

acceleration in the y direction. 

After taking the derivative of the deflection function, the 

expression (23) is rewritten as 

   
2 2 2

2
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 (24) 

The acting force (24) is described by the distributed force 

p(x,t) as:  

     , , .p x t R x t x vt                    (25) 

In case, beam on elastic foundation: 

       0, , ,p x t R x t x vt k y x      (26) 

where () ×  is denotes the Dirac-Delta function, k0 – 

foundation modulus. 

Therefore, the force vector is: 
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where,  
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is the matrix of shape 

functions of flexural beam element. 

Substituting     ey x N q into Eq. (24) we get 

             2, 2 ,e e e

x
R x t P t m N q v N q N q v


    

      (28) 

where 
2

2
[N ]= , [N ]= .

N N

x x

 
 

 
 

Substituting equations (28) into (26) and paying attention 

to the nature of the Delta-Dirac function, equation (27) 

may be rewritten as 
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where  
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   00
.el Te

f
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Substituting equation (29) into equation (19), we get the 

equations of motion governing the nonlinear dynamic 

response of the beam element on elastic foundation 

subjected to moving mass 

     

       ,

e e e e e e
p p

e e e e e
pbf

M M q C C q

K q K q P t

         
       

            

              (35) 

2.5. Governing differential equations for total system 

Assembling all elements matrices and nodal force vectors, 

the governing equations of motions of the cracked beam 

on elastic foundation subjected to moving mass can be 

derived as 

        

      

0 0

,

p p

bf p

M M q C q C q

K q K q P

          

     
   

               (36) 
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where  0

m

e e
p p

e e

M M M M      
          , 

       0 0

m

e
p R R bf p

e

C q C M K q C                    , 

e
bf bf

e

K K   
     , e is the number of normal elements, em 

is the number of elements directly subjected to moving 

mass and R, βR are the Rayleigh damping coefficients. 

This is a nonlinear differential equation system with time 

dependence coefficient that can be solved by using 

Newmark’s direct integration and Newton-Raphson 

iteration method. A ANSYS program called 

CBF_Moving_Mass_2017 was conducted to solve 

equation (36). The code of the calculation program is 

written in the ANSYS 13.0 environment. 

 

III. NUMERICAL ANALYSIS 

Beam’s length L = 8m, rectangular cross section with 

width b = 0.1m, height h = 0.2m; one end is in pinned 

connection, and the other end is in roller connection. 

Beam material with elastic modulus E = 2.1×1011 N/m2, 

Poisson's ratio  = 0.3; density  = 7800 kg/m3 is used. 

There is a V-shaped open crack in the center of the beam, 

and the crack’s depth d = 0.1 m. Foundation stiffness k0 = 

2×104 N/m3. The used load is the material point with the 

mass m = 1000kg, moving along the beam with the 

velocity v = 36 km/h. 

With the established program established, we calculate 

for 02 cases: Beam with crack (basic problem - BP) and 

without crack (comparison problem - CP) to see more 

clearly the impact on the dynamic response of the system 

when the cracks appear. The response results of 

deflection y, acceleration y , cutting force Qy and normal 

stress x at the midpoint of the beam (point A (4,0,0)) are 

shown in Table 2 and Figures 4, 5, 6, 7. Through this 

results, we realize that with cracked beam the whole 

displacement, acceleration of vertical displacements and 

normal stresses are greater than the beam without crack. 

This problem showed the dangers of crack to stiffness, 

stability of cracked beam on elastic foundation under 

moving loads. 

Table 1. Summary of maximum values of calculated 

quantities 

Quantities 
maxy

 
[cm] 

maxy
 

[m/s2] 

max
yQ

 
[N] 

max
x  

[N/m2] 

BP (with 

crack) 
0.373 20.994 109.889 3.316×107 

CP (without 

crack) 
0.191 0.125 119.421 1.079×107 

Differents 
1.95 

times 

167.95 

times 

0.92 

times 
3.07 times 

 
   Fig. 4. Response of deflection y over time at the center 

cross section of the beam 

 

 
Fig. 5. Response of acceleration y  over time at the center 

cross section of the beam 

 

 
Fig. 6. Response of cutting force Qy at the center cross 

section of the beam 

 

 
Fig. 7. Response of normal stress σx at the center cross 

section of the beam 

 

The results show that the effect of cracks on the dynamic 

response of the beam is significant. For cracked beams, 
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vibration of the beams increases after the mass moves 

through the crack. 

3.1. Effect of elastic foundation stiffness 

Studying the changes in maximum values of the 

displacement, internal force and direct stress of the beam 

under the elastic foundation stiffness, through the 

stiffness k0 of the spring ranging from 1×104N/m3 to 

6×104N/m3. The results of changes in maximum values 

of the displacement, internal force and direct stress at the 

center cross section of the beam are shown in Table 3 and 

graphs in Figures 8 and 9. 

Table 3. Summary of maximum values of quantities 

calculated based on k0 

k0 [N/m] 1×104 2×104 4×104 6×104 

maxy  [cm] 0.459 0.373 0.279 0.228 

maxy [m/s2] 
17.96

3 
20.994 21.762 21.480 

max
yQ  [N] 

113.2

20 

109.88

9 

104.52

5 
99.085 

max
x [N/m2] 

(×107) 
3.704 3.316 2.859 2.590 

 
Fig. 8. ymax - k0 relation 

 

Fig. 9. 
max
x - k0 relation 

It is observed that when the foundation stiffness 

increases, the maximum values of displacement and 

flexural moment decrease due to the increase in the 

system’s overall stiffness. The maximum values of 

displacement and flexural moment decrease sharply when 

k0 varies from 1×104N/m3 to 3×104N/m3, then the 

decreasing rate shall be slower. 

3.2. Effect of load speed 

Surveying the problem with a load speed v changes from 

10m/s (36km/h) to 35m/s (126km/h). The results of the 

variations of the maximum values of deflection, 

acceleration, cutting force and stress at the midpoint of 

the beam based on v are shown in Table 4 and graphs in 

Figures 10 and 11. 

Table 4. Summary of maximum values of quantities 

calculated based on v 

v [km/h] 36 90 126 

maxy  [cm] 0.373 0.290 0.282 

maxy [m/s2] 20.994 23.102 27.655 

max
yQ [N] 109.889 90.804 82.960 

max
x [N/m2] 

(×107) 
3.316 2.890 2.797 

 
Fig. 10. ymax - v relation 

 

 

Fig. 11. 
max
x - v relation 

It is clear that when the moving speed of the load 

increases, the maximum values of displacement, internal 

force and stress in the beam decrease, when the moving 

speed of the load varies from 90 m/s to 110 m/s, the direct 

stress does not change much, then decreases sharply. 

3.3. Effect of crack location 

This example studies the changes in maximum values of 

displacement and internal force of the beam according to 

the crack location, giving the cracks located far from the 
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beam’s ends the distances L/4, L/2, 3L/4. Results of 

extreme values of the responses at the calculated points 

are shown in Tab. 5 and graphs in Figures 12, 13, 14, 15. 

When mass moving through the crack, the beam vibrates 

amplitude and frequency, which shows that the 

stabilization of the beam oscillations during this period 

decreased. 

Table 5. Summary of maximum values of quantities 

calculated according to the crack location 

Crack location 

(from left end) 
L/4 L/2 3L/4 

ymax [m] 0.257 0.373 0.279 

maxy [m/s2] 16.347 20.994 19.855 

max
yQ  [N] 75.374 109.889 63.418 

max
x  [N/m2] 

(×107) 
1.453 3.316 1.133 

 

 
Fig. 12. Response of y according to the crack location 

 

 
Fig. 13. Response of y according  to the crack location 

 

 
Fig. 14. Response of Qy according to the crack location 

 
Fig. 15. Response of σx according to the crack location 

 

Crack location changes making the maximum responses 

of displacement, stress and internal force in the beams 

change significantly; when the crack is in the center of the 

beam, the above quantities reach the maximum values, so, 

the beam is most dangerous when there is a crack 

appearing in this position. 

 

IV. CONCLUSION 

A conclusion section must be included and should 

indicate clearly the advantages, limitations, and possible 

applications of the paper.  Although a conclusion may 

review the main points of the paper, do not replicate the 

abstract as the conclusion. A conclusion might elaborate 

on the importance of the work or suggest applications and 

extensions. 

The nonlinear dynamics analysis of cracked beams 

resting on a Winkler foundation subjected to a moving 

mass using the finite element method has been presented. 

A two-node beam element based on Euler-Bernoulli beam 

theory, taking the effect of crack and foundation support, 

was derived and employed in the analysis. The dynamics 

response of the beams, including the time histories for 

deflection, acceleration and normal stress,  was computed 

with the aid of Newmark method. The effect of loading 

parameters, foundation stiffness and crack location on the 

dynamic response of the beams has been examined and 

highlighted. The main conclusions can be summarized as 

follows: 

The beam element and computer code developed in the 

present work are accurate in evaluating the dynamic 

characteristics of cracked beams subjected to moving 

masses. 

The elastic foundation plays an important role in the 

dynamic response of the cracked beams under a moving 

mass. Both the dynamic deflection and normal stress are 

significaly decreased by the increase of the foundation 

stiffness. 

The dynamic response of the cracked beams, as in case of 

the uncracked beams, is governed by the moving mass 

speed. With the moving speeds in the range considered in 

this paper, both the dynamic deflection and normal stress 
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decreased when increasing the moving speed. 

The maximum dynamic deflection and normal stress are 

significantly influenced by the crack location. The 

deflection and normal tress attain the largest values when 

the crack is located at the midpoint of the beam. Thus, 

from an engineering point of view, the midpoint crack is 

the most dangerous one.  

 The results obtained in this paper help to select 

appropriate parameters, the solution for structural 

reinforcement cracked beam on elastic foundation under 

moving load and applications in transportation techniques 

such as the train rails. 
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Abstract—A three-dimensional survey was carried out to 

Eastern Baghdad oil field, which consist three parts, the 

area of (EB South- 2 )  approximately 179,875 km2 and   ( 

EB South-1) is about (602.03) km2, while the space 

segment (EB South-3) is approximately to (419.095) km2. 

In this research, was focused on Hartha  Formation only. 

Based on many tests to designation of pre-planning of the 

survey   to get good signal to noise ratio for receivers in 

addition to the best suit for vibrators distribution and also 

getting the best signal source where spread of a 60-line 

impact and the distance between the point of receive and 

the other are (2 meters), also using (5) vibrators Type 

(NOMAD 65) with a maximum capacity  of (62000 LB) 

for each shock. Where all processes work such as 

enhancing signal at the expense of noise, correction CDP 

gather for Normal Move Out (NMO) and stack them, 

correction for influence of near-surface time delays 

(static correction), filtering processes, providing velocity 

information, increasing resolution and collapsing 

diffractions and placing dipping events in their correct 

subsurface locations (migration) This processes are 

achieved using computers, they include many 

mathematical processes depend on physical 

fundamentals. The main processes in seismic data 

processing include : stacking, deconvolution, and 

migration. By using the information of EB-1 Well,  and 

making the relationship time-depth curve of EB-1 then 

following up on getting synthetic to be linked later with 

seismic data and sections to obtain a real subsurface 

image. 

Keywords— Data Acquisition , Processing of Hartha 

Formation, upper Cretaceous age-East Baghdad oil 

field. 

 

I. INTRODUCTION 

There are several seismic surveys covered the entire area 

East of Baghdad, carried out by foreign and Iraqi seismic 

parties . Oil exploration company in 2009  began planning 

to survey southern part of east baghdad field by using 3D 

seismic technique.  The study area divided into three parts 

(S1,S2 and S3) .   The second seismic party has carried 

out  the work  in two stages: the first stage South-2 (S2) 

survey in 2010 (O.E.C., 2010) , and the second stage S1  

and S3 survey in 2011 [2]. The area of (EB South- 2 )  is 

approximately  ( 179.875 ) km 2  and  (EB South-1) is 

about (602.03) km 2 , while the space segment (EB South-

3) amounted to approximately (419.095) km 2, and this  

zone which forms part of a flat land interspersed 

irrigation channels and agricultural areas . The interests  

in this research are (S1 ,S2). 

 

II. THE PRE-PLANNING OF THE SURVEY 

The designation of pre-planning of the survey area was as 

in (Table 1) (O.E.C., 2010) :- 

 

Table 1 : Shows the designation of pre-planning of the 

survey area (O.E.C., 2010). 

1 The number of recording 

channels activated     

1920 channel 

spread over 16 

registration line by 

120    channel / line 

2 Number of receiver lines        92 lines 

3 The number of source lines     45 lines 

4 Distance between receiver 

lines    

300 m. 

5 Number of source points in 

SALVO points .  

6 

6 Distance between source 

lines     

500 m. 

7 Fold     48 

8 Bin     25 x 25. 

9 Line Roll    4. 

10 Receiver Interval    50m. 

11 Source Interval    50m. 

 

III. Field tests 

Forteen field tests used in the study area to get good 

signal to noise ratio for receivers in addition to the best 

suit for vibrators distribution. 

 

https://dx.doi.org/10.22161/ijaers.4.9.15
http://www.ijaers.com/


International Journal of Advanced Engineering Research and Science (IJAERS)                                 [Vol-4, Issue-9, Sep- 2017] 

https://dx.doi.org/10.22161/ijaers.4.9.15                                                                                  ISSN: 2349-6495(P) | 2456-1908(O) 

www.ijaers.com                                                                                                                                                                              Page | 83  

3.1 SIGNAL TEST 

It has been installed and the spread of a 60-line impact 

and the distance between the point of receive and the 

other are ( 2 meters ) as shown in  Figure (1) (O.E.C. 

2010).  

 
Fig.1: Shows the distribution of receivers. 

 

3.2 Source Test (Vibro pattern ) 

Several modes for power source test were done using (5) 

vibrators  Type ( NOMAD 65) with a maximum capacity 

(peak force) of (62000  LB) for each shock , four  shocks 

(vibrators) are in  work and one vibrators as  reserve, and 

the geometry of the vibrators are shown in Figure (2)  , 

(O.E.C., 2010). The recording below shows on of the 

seismic  record in the field at the study area Figure (3) . 

.  

 

Fig.2: Shows the distribution of vibrators (A) inline and 

(B) cross line . 

 
Fig.3: Shows one of the field record in the study area [2]. 

 

IV. PROCESSING OF SEISMIC DATA 

The seismic data were processed at the processing center 

of Oil Exploration Company. The primary objective is to 

enhance the quality of the recorded data with special 

regard to the 3-D data (O.E.C., 2011). Basically, this 

improvement is essential to facilate the structural and 

stratigraphic seismic interpretation. Noise attenuation 

process leads to improve reflection continuity and 

enhance our ability to compute seismic attributes. To 

convert the field recording into a usable seismic section 

requires a good deal of data manipulation. The purpose of 

seismic processing is to manipulate the obtained data into 

an image that can be used to indicate the sub-surface 

structure and stratigraphy. Only minimal processing 

would be required if any one had a perfect acquisition 

system  ( Yilmaz, 1987 ) .  Processing consists of the 

application of a sets of computer routines to the acquired 

data planned by the hand of the processing geophysicist. 

The interpreter should be interested at all stages to check 

that processing decisions in order not to take the 

interpretations of the incorrect direction. Processing 

routines generally fall into one of the following 

categories: Enhancing signal at the expense of noise, 

correction CDP gather for Normal Move Out (NMO) and 

stack them, correction for influence of near-surface time 

delays (static correction), filtering processes, providing 

velocity information, increasing resolution and collapsing 

diffractions and placing dipping events in their correct 

subsurface locations (migration). This processes are 

achieved using computers, they include many 

mathematical processes depend on physical fundamentals. 

The main processes in seismic data processing include : 

stacking, deconvolution, and migration. The processing 

A 

B 
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stages are divided into pre-stack  and  post-stack  

processing (Hatton et al., 1986)  .  

 

V. LOADING OF 3D SEISMIC DATA 

Processed seismic data are loaded in the interacting 

workstation of interpretation in SEG-Y format and before 

beginning; special subprograms must be operated to 

define the required data for loading. This process is called 

(project creation) for obtaining the interpretation process 

on an active workstation, loading of 3D seismic data in 

pre- stack and post stack time migrated format. After that, 

the base map of the study area is constructed with global 

coordinate’s browser WG 1984 UTM system.  This 

process involves entering the first and last inline number, 

the first and last cross line number, the divided space 

between bin size   along inline direction and cross line 

direction is shown in Figure (4).  

 
Fig.4: Base map of East Baghdad oil field (south-1 and 

south-2). 

 

VI. ELEVATION STATIC CORRECTION 

CALCULATION AND APPLYING 

The static correction is so-called because it is a fixed time 

correction applied to the entire trace (Silvia, and 

Robinson, 1979). Elevation static was primarily 

calculated using (elevation information, replacement 

velocity =2300 m/sec, datum = 0) (O.C.E., 2010) static 

correction is shown in Figure (5). 

 

 
 

 
Fig.5: a- before and b- after applying elevation static 

correction. 

 

VII. DECONVOLUTION 

Deconvolution is mathematical processing applied to 

inverse the effects of convolution on recorded data. 

Deconvolution improves the temporal resolution of 

seismic data by compressing the basic seismic wavelet 

and removes the range character or the reverberating 

energy. The removal of the frequency-dependant response 

of the source and the instrument. The instrument response 

is normally known and can be removed exactly. The 

a b 

b 
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source shape can be estimated from the signal itself under 

certain assumptions. Spiking deconvolution, wavelet 

deconvolution, gapped deconvolution, signature 

deconvolution, predictive deconvolution, maximum 

entropy deconvolution, and surface consistent 

deconvolution are different appearances of the try to 

remove the source width from the observed 

reflections (Deregowski, 1986). The producing reflection 

sequence always has some smoothing function left, 

usually called the residual wavelet. Attempting to be too 

accurate about deconvolution usually conclusions in a 

very noisy section ( Yilmaz, 1987). The effect of 

deconvolution is shown in Figure(6).                                                                                    

 

 
 -before deconvolution B -Shows deconvolution A :6.Fig

geo.org /Services  -http:// interafter deconvolution ( 

/Processing3d /Parameters .php?lang=en) . 

 

VIII. COMMON-MIDPOINT STACKING 

CMP stacking is probabiy the most important application 

of data processing for improving data quality. The 

component data are sometimes displayed as a gather: a 

CMP gather has the components for the same midpoint 

arranged side by side and a common-offset gather has the 

components for which the offset is the same arranges side 

by side . after correcting for normal moveout , the data 

are stacked  into single output trace for each midpoint . If 

reflectors dip , the reflecting point is not common for 

CMO traces and consequently the stacking result 

involved smearing and degradation of data quality. The 

degradation can be avoided by migration before stacking . 

Somtime  partial stacks, each of traces over a limited 

offset range , are made and migrated to cut down on the 

amount of data to be migrated. Dip-moveout(DMO) 

processing transforms a set of pre-stack common-point 

gathers so that each gather contained events from the 

same reflecting point (Telford et al., 1990). If the velocity 

is constant, the locus for equal travel times is an ellipse 

with the source and receiver locations as foci; all 

reflectors, dipping as well as horizontal, are tangent to 

such an ellipse . DMO uses the difference between the 

mid-point and the points where perpendiculars to the 

ellipse intercept the surface to create common-reflecting 

point gathers . These gathers can then be stacked and 

migrated without reflecting point smear . The constant-

velocity assumtion provides a reason ably satisfactory 

approximation where velocity varies  ( Stolt and Benson, 

1986). 

 

IX. STACKING AND MIGRATION 

Migration is one of the main steps in seismic data 

processing it is the step which try to move the recorded 

data so that events lie in their right spatial location rather 

than their recorded location (Bacon and Redshaw , 2003). 

Once more there are a large number of options ranging 

from migrating all the pre-stack data to stacking data in a 

CMP followed by post-stack migration.There is also the 

issue of whether to use time or depth migration and also 

the type of algorithm (Kirchoff, implicit finite difference, 

explicit finite difference, F- K filter, phase shift, etc.). In 

recent years the choice has become even wider with the 

ability of some algorithms to incorporate the effects of 

velocity anisotropy. The option of whether to migrated at 

a before or after stacking is in general dependent on the 

velocity regime and the subsurface dips present in the 

data. An assumed velocity-depth model is used, the data 

are migrated pre-stack using this model, and the images 

across the migrated CMP gather are compared. If the 

velocity model is nearly correct will the events appear   

flat. Events will only be flat if they have been fully 

migrated in a 3-D sense and it is expensive to repeat this 

for the entire section. Since lateral velocity variations also 

give rise to stacking problems most depth migration 

benefit is gained from working pre-stack. After the final 

velocity analysis and Move Out Correction (MOC) the 

data are stacked. Stacking together traces that include the 

same reflection information both get better the signal to 

(random) noise content ( by the square root of the number 

of traces stacked) and reduces any residual coherent noise 

such as multiples which stack at velocities different from 

the primary events. During stacking , mutes ( zeroing the 

data within specified zones) are used to the data to ensure 

that NMO is not a problem and that any residual multiples 

left on the near-offset traces do not mess the stacked 

section. There may be some amplitude difference with 

offset (AVO) effects in the data,which can be inducted as 

hydrocarbon indicators (Drijkoningen and Verschuur , 

2003).    

 

 

A B 
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X. POST-STACK TIME/DEPTH MIGRATION 

In a number of these steps some assumptions have been 

made that are not valid for general inhomogeneous earth 

models (Hagedoorn, 1954) such as : 

A- CMP sorting: If the earth is inhomogeneous and 

reactors have complex shapes and the reaction events 

within a CMP gather do not belong to one subsurface 

reactors point . 

B- NMO correction: In complex subsurface media the 

moveout in a CMP gather is not hyperbolic, so a perfect 

moveout correction cannot be  achieved. 

C- DMO: If strong lateral velocity and/or reactor 

geometry variations are present, the DMO procedure still 

will not resolve the reaction point smear within a CMP 

gather. 

D- Stack: As the events within a CMP gather do not 

belong to the same subsurface reaction point, stacking of 

these events will mix subsurface information. 

E- Poststack time/depth migration: Given the 

approximations in the previous steps, a stacked section 

does not represent a true zero offset section and migration 

of this stack will therefore not result in an exact image. 

Furthermore, some poststack migration algorithms have 

limitations due to the assumed simple velocity field or 

limitation in the maximum dip that can be handled. Figure 

(7) shows  the Shot gather with MUTE. 

 
Fig.7: shows  the Shot gather with MUTE. 

 

XI. MIGRATION OF SEISMIC DATA 

Migration is the process of propagating waves observed 

on the surface of the ground backward in time into the 

earth to the subsurface structures. In a geographical 

region where all the subsurface stratums are quite 

horizontal, such depropagation would take place on 

perfectly vertical paths. However, if the undergraond 

stratums are dipping, the depropagation would  take  

place  on  curved paths turning away from the vertical. 

The reason  for  proceeding  migration or depropagation 

is that it discover the  present  spatial  positions of the  

subsurface reflection points at depth, where as the 

unmigrated seismic data observed on the surface of the 

ground only gives the apparent reflecting positions. Thus 

migration can be described as the conversion of data 

observed at the surface to data that would have been 

observed at depth. That is, migration is the process of 

mathematically pushing the data back into the ground so 

as to detect the true spatial locations of the subsurface 

structure (Stolt , 1978). The common mid-point (CMP) 

stack record section is works on assembling all the CMP 

stacked traces along the survey line. The CMP stack 

section has approximately the properties of a record 

section in which each trace has the same source and 

receiver position ( Schlumberger. 2004). Recents seismic 

reflection data possibly processed to approximate closely 

the reflection coefficient sets of a sedimentary section. 

Inversion of the groups will result a low‐cut filter 

impedance log. Extension of the technique to involve 

density relationship and replacement of missing 

low‐frequency components leads to generation of a 

synthetic sonic log having dimensions and advantages 

like to a conventional borehole sonic log. 

 

XII. COMPUTER INTERPRETATION AND USED 

PROGRAMS 

The interactive workstation (GeoFrame) available in 

O.E.C was used to perform interpretation. It is an 

electronic computer uses (Red hat) as operating system, 

the later is a copy of UNIX (operating system). There are 

several specialized programs operating with this 

interactive workstation such as geology, seismic, 

reservoir engineering and petrophysics programs (Dobrin 

and Savit, 1988). The GeoFrame software is a part project 

database capable of managing tens of thousands of wells, 

hundreds of 3D seismic surveys, and thousands of 2D 

seismic lines. Advanced workflow techniques—such as 

AVO (Amplitude Verses Offset) interpretation, volume 

interpretation and GIS—give geoscientists an advantage 

in prospect generation and field development. Coupled 

with easy arrival to the Petrel E&P software platform, 

interpretation rise Connected with easy arrival to the 

Petrel E&P software platform, interpretation dangers are 

reduced even further ( Dobrin and Savit, 1988) The use of 

workstations for 3D interpretation was therefore 

welcomed by interpreters. They offered several 

advantages: 

1- The ability to view sections through the data in any 

orientation.                                                                        

2- Automatic book-keeping of manually selected horizon: 

picks made on one line would automatically be ransferred 

https://dx.doi.org/10.22161/ijaers.4.9.15
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to  another lines or to map views.                                     

3- Semi-automated horizon picking.  

4- Calculation of pick attributes that can be used to 

extract additional information.  

5- Capability to see the data volume in 3D not just as 

sections, to obtain all this requires that use of completely 

powerful workstations (Drijkoningen and Verschuur , 

2003).    

The GeoFrame software system includes several windows 

and will be explained windows that have been working 

out that includes Figure  (8) : 

12.1 Seismic interpretation: including ((IESX 

(Interpretation Extracts Seismic Xtrem)) and Charisma)) 

that work on the interpretation of 2D/3D pre- and post 

stack seismic interpretation with data versioning for 

multiple users.  

12.2    Mapping and gridding: including (Base map Plus 

and CPS3 (Control point Sections)) working on quality 

maps for geological and geophysical interpretation data, 

and data management functionality in one mapping 

canvas.  

12.3 Depth conversion: Including (in depth and 

synthetics)  

-In depth Domain conversion of 2D/3D seismic and 

interpretation data by creating velocity models with 

access to QC (Quality Control) tools.  

-Synthetics: Synthetics bridges the gap between geology 

and geophysics, creates accurate time to depth 

relationships for the wells in the field.  

- Analysis: including (Seismic Attribute ToolKit Bundle) 

get more detail on the subtle lithological variations of the 

reservoir.  

- LPM (Log Property Mapping) Creates rock property 

maps guided by seismic attributes (Dobrin, and Savit, 

1988). 

 
Fig.8: Shows The GeoFrame software system windows. 

XIII. CHECK – SHOT SURVEY 

Is used to determine interval velocities to geologic marker 

horizons. The typical check shot survey involves lowering 

a geophone/hydophone into a well to a selected position 

and measuring the time it takes for an acoustic pulse 

generated at or near the well head to travel to the receiver. 

Most often explosive source is used. Unlike it’s VSP, the 

receiver locations are often placed hundreds or thousands 

of meters apart and the recording windows are only long 

enough to record the directly arriving signals (Khorshid, 

2015). The data can then be correlated to surface seismic 

data by correcting the sonic log and generating a synthetic 

seismogram to confirm or modify seismic interpretations 

(Sheriff and  Geldart, 1995). (Table 2) extracted from 

IESX system shows the dependent  depth  and time  

values  from  upper  formation  logs,  field  survey  

velocity,  and the  processing  of depth  field  values to  

the  depth  of  penetrating  formations  of  sea level which 

considered a reference surface for three dimensional data 

of the study area. For the purpose of obtaining accurate 

synthetic seismogram of good matching with seismic data 

by using available tools and possibilities in the window of 

creating synthetic seismogram within IESX program of 

interactive work station (Geoframe) according to the 

following steps:-  

-The process of loading sonic log, velocity log and upper 

formations of wells. 

-A process of calibration of time curve with depth for 

sonic and velocity logs for the purpose of correcting time 

values of sonic log according to the field velocity survey. 

Figures )9 ) shows the time-depth curve of EB-1 .  

- Using of seismic data that cover the well area to extract 

the wavelet shapes which dependent in the process of 

convolution to convert reflection coefficient values to 

seismic signal in amplitude. 
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Table.2: Shows the marker informations of two wells   

EB-1. 

 
 

 
Fig.9: Shows time-depth curves for East Baghdad well-1. 

 

XIV. GENERATION OF SYNTHETIC 

SEISMOGRAM 

Synthetic seismograms was generated for East Baghdad 

well-1 using GeoFrame software package . ( Sheriff and  

Geldart, 1995) referred to the main steps for generation of 

the synthetic seismogram which they are :                          

                                                                                             

                                  

a- finding the acoustic impedance ( = 𝜌 × 𝑣 )  

Where:                   

𝑣: Is seismic velocity.                                                          

                            

ρ: Is density measured from density logs.                           

                         

b- calculating the reflection coefficients (RC) of the 

vertical incident wave on reflector separating two groups 

of time intervals such ( i ) and (i+1) that have values of 

acoustic impedance (ρi vi) and (ρi+1, vi+1) respectively

(Khorshid, 2015)              .                                                  

                                                                             

RC =
V2ρ2 − V2ρ2

V2ρ2 + V2ρ2

=
Ar

Ai

… … … … . . … … (1)  

Experimentally choice wavelet is made to  result the 

synthetic seismogram. The sonic log data are compared 

with the wellhole velocity survey which symbolizes the 

direct method to measure the geological velocity (average 

velocity) of geological strata. The synthetic seismogram 

traces of the East Baghdad well for EB-1 were generated 

using programs within the IESX (synthetic programs).  

These have ability to extract the relation between the time 

and depth  functions in the well location. This relation is 

very important in determining the reflection on a time 

axis of seismic section and synthetic trace against the 

require bed in the well. The sonic logs were transformed 

from the depth to the time domain using the check shots 

that were provided and used to make synthetics from the 

computed reflectivity series convolved with a Ricker and 

extraction wavelet to match the dominant frequency of 

reprocessed 2D seismic data. After that calibration must 

be done on seismic section of the synthetic as shown in 

Figure (10). 

Fig.10: Shows the seismic sections with synthetic 

seismogram of EB-1. 
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CONCLUSIONS 

The following conclusions are the resultant of this 

research:-   

1. Through the implementation of several field tests, a 

major action plan was adopted as shown in      Table 

-1 

2. Best arrangement have been reached through 

installed and the spread of a 60-line impact and the 

distance between the point of receive and the other 

are ( 2 meters ). 

3. The best signal source represent by four  shocks 

(vibrators) are in  work and one vibrators as  reserve 

Type ( NOMAD 65) with a maximum capacity 

(peak force) of (62000  LB) for each shock. 

4. By using the information of EB-1 Well,  and making 

the relationship time-depth curve of EB-1 then 

following up on getting synthetic to be linked later 

with seismic data and sections to obtain a real 

subsurface image  

5. Through the use of the interactive workstation 

(GeoFrame) to get a good  applications and 

interpretation.  
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Abstract—This study examines the use of GIS and Remote 

Sensing in trend analysis of landcover/landuse change in 

Patani L.G.A, Delta State Nigeria from 2005 to 2015. Thus 

the study is to carry out a multi-temporal analysis of 

development trends, thereby detecting the changes that have 

taken place between these periods. Two Landsat images, 

Landsat 7ETM+ (2005) and Landsat 8OLI (2015) were 

acquired, classified and change detection analysis was 

performed to determine the multi-temporal 

landcover/landuse changes between the years. The results 

showed that vegetation decreased from 16673.73 hectares 

in 2005 to 15973.9 hectares in 2015 covering 75.45% of 

landcover/landuse class in the study area, built up area 

gained from 3684.03 hectares in 2005 to 4346.37 hectares 

in 2015 covering 20.53 % in the study area, while water 

bodies also increased from 812.29 hectares in 2005 to 

849.78 hectares in 2015 covering 4% of the study area. The 

study also indicated that the annual growth rate of Built up 

area has increased at 0.82% from 2005 to 2015, vegetation 

decreasing significantly at the rate of -0.21% from 2005 to 

2015, and water bodies also increasing at a rate of 0.22% 

from 2005 to 2015. The results from this study can serve as 

a base for decision making and planning for urban 

planning and regional developments in Patani L.G.A.  

Keywords— Geographic Information System, Landcover/ 

Landuse, Remote Sensing, Change detection. 

 

I. INTRODUCTION 

Due to anthropogenic activities, the Earth surface is being 

significantly altered in some manner and man’s presence on 

the Earth and his use of land has had a profound effect upon 

the natural environment thus resulting into an accelerated 

growth in settlement expansion (Zubair, 2008). Settlements 

are products of human activities. They are dynamic and 

constantly changing with man’s changing social and 

economic needs. Settlements whether informal or formal, 

require constant monitoring. This is especially true in most 

developing countries including Nigeria where proper and 

periodic monitoring of formal settlements is not carried out; 

there is a very high tendency for informal settlements to 

develop (Opeyemi et al, 2015). Data on land use/land cover 

may not be easily obtained except with relevant remote 

sensing technologies and techniques (Ukor et al, 2016). 

 Remote sensing and Geographical Information Systems are 

powerful tools to derive accurate and timely information on 

the spatial distribution of landcover/landuse changes over 

large areas. GIS provides a flexible environment for 

collecting, storing, displaying and analyzing digital data 

necessary for change detection (Ukor et al, 2016).  

Remote sensing imagery is the most important data resource 

of GIS. The satellite imagery can be used for recognition of 

synoptic data of earth’s surface. The aim of change 

detection process is to recognize land use on digital images 

that change features of Interest between two or more dates. 

There are many change detection techniques such as post 

classification comparison, conventional image 

differentiation, using image ratio, image regression, and 

manual on-screen digitization of Change, principal 

components analysis and multi date image classification. 

 Therefore the main aim of this study is to analyze the trend 

of landcover/landuse changes in Patani Local Government 

using satellite imageries and GIS with a view to providing 

recommendations for sustainable development and decision 

making. 

 

II. STUDY AREA 

Patani is a Local Government Area in Delta State, Nigeria. 

Its headquarters are in the town of Patani. It has an area of 

217 km² and a population of 67,707 at the 2006 census. It is 

located between latitudes 506ꞌ 0” N and 5015ꞌ0”N and 

longitudes 600ꞌ0”E and 6018ꞌ0”E see fig 1  
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Fig.1: Map of Patani L.G.A 

 

III. METHODOLOGY 

For a proper and effective optimization, planning is very 

important. In this phase of the project, a user requirement 

analysis was done to focus on what information is presently 

being used, who is using it and how the source is being 

collected, stored and maintained. There is ideally a map of 

existing processes which was improved as well as being 

replicated by the GIS. The necessary information was 

obtained through interviews, documentations, reviews and 

workshops. This also involves the data requirement, 

hardware and software selections and method to be used. 

3.1 Data Requirement 

Data used in this research includes; 

I. Landsat 7 ETM+ and Landsat 8 OLI Imagery of the 

study area 

II. Co-ordinates of control points and other points of 

interest 

III. Attribute Data of points of interest. 

IV. Administrative map of Delta State showing Local 

Government boundaries 

V. Materials available in Academic journals, conference 

papers, relevant texts, brochures, internet and 

statistical files of government offices. 

 

3.2 Methods and Techniques 

The method used in this study involves image subset, 

image classification techniques as well as multi-temporal 

image analysis. Image subset was done on the two multi- 

temporal sets of images obtained (Landsat7 ETM+, 

Landsat8 OLI) in order to cut out the study area from the 

image set, after which land cover maps of the study area 

were produced using the supervised maximum likelihood 

classification algorithm in ERDAS Imagine. Trend analysis 

was also performed to determine the trend of change in the 

time period between 2005 and 2015.  

 

IV. RESULTS 

The results of image analysis as obtained from the hard 

classification procedure of supervised classification, change 

detection and trend analysis are presented. Most of the 

discussions are supported by maps, tables and illustrative 

graphs.  

4.1 Land cover / Land use Distribution of Patani L.G.A 

of 2005 

In mapping landcover/land use, three different classes of 

interest were identified to include Built up area, Water, and 

Vegetation. The classified image of Patani L.G.A is shown 

in figure 4.1 

 
Fig.1: Landcover/Landuse of Patani L.G.A in 2005 

 

The land cover/land use distribution of Patani in 2005 as 

shown in table 4.1 and fig 4.2 indicates that vegetation 

accounted for the largest land cover/use class in the study 

area with about 78.76% of the landcover/landuse class 

covering 16673.73 hectares in area, built up areas had 

17.40% covering at total area of 3684.03 hectares while 

water body had 3.84% covering a total area of 812.29 

hectares.  

Table.4.1: 2 Landcover/Landuse distribution of Patani 

L.G.A in 2005 

Class Type 2005 

Area 

(Hectares) 

Percentage % 

Built Up 

Areas 

3684.03 

17.40 

Vegetation 16673.73 78.76 

Water 

Bodies 

812.29 

3.84 

Total 21170.05 100 
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Fig.4.2: Histogram of Landcover/Landuse of Patani L.G.A 

in 2005 

 

4.2 Land cover / Land use Distribution of Patani L.G.A 

in 2015 

The land cover/land use distribution of Patani L.G.A in 

2015 as shown in figure 4.3, 4.4 and table 4.2 indicate that 

vegetation decreased from 16673.73 hectares in 2005 to 

15973.9 hectares in 2015 covering 75.45% of 

landcover/landuse class in the study area, built up area 

gained from 3684.03 hectares in 2005 to 4346.37 hectares 

in 2015 covering 20.53 % in the study area, while water 

bodies also increased from 812.29 hectares in 2005 to 

849.78 hectares in 2015 covering 4% of the study area.  

 
Fig.4.3: Landcover/Landuse of Patani L.G.A in 2015 

 

Table.4.2: Landcover/Landuse distribution of Patani L.G.A 

in 2015 

Class Type 2015 

Area 

(Hectares) 

Percentage % 

Built Up Areas 4346.37 20.53 

Vegetation 15973.9 75.45 

Water Bodies 849.78 4.014 

Total 21170.05 100 

 

 
Fig.4.4: Histogram of Landcover/Landuse of Patani L.G.A 

in 2015 

 

4.3 Trend Analysis 

The results of the trend analysis are presented in table 4.3 

and figure 4.5. A trend percentage with a value greater than 

zero means that the land use type has increased over the 

period of years while a value less than zero shows a 

decrease in the land cover/land use type over a period of 

time (long et al, 2007) . 

The results indicate that the annual growth rate of Built up 

area increased at at 0.82% from 2005 to 2015, this is 

significant as this indicates a trend of urban expansion in 

the study area from 2005 to 2015. Vegetation decreased 

significantly at the rate of -0.21% from 2005 to 2015, this is 

by far the most significant decrease in the study area, and 

this loss is attributed to urban expansion and flooding 

events in the study area, due to rapid urbanization and 

anthropogenic activities in the study area. This activity 

gives rise to vegetation encroachment thereby resulting in 

the decrease of vegetation from 2005 to 2015. Water bodies 

also increased at a rate of 0.22% from 2005 to 2015.  

 

Table.4.3: Trend of change of landcover/landuse of Patani 

L.G.A from 2005 to 2015 

Class Type 

 

Annual Rate (%) 

    2005-2015 

Built Up Areas 0.82 

Vegetation -0.21 

Water Bodies 0.22 

 

3684.03

16673.73

812.29

Area

Built Up Areas Vegetation Water Bodies

4346.37

15973.9

849.78

Area

Built Up Areas Vegetation Water Bodies
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Fig.4.5: Trend of change of landcover/landuse of Patani 

L.G.A between 2005 and 2015 

 

V. CONCLUSION 

This study demonstrates the ability of Remote Sensing and 

GIS in capturing spatial-temporal data. Attempt was made 

to capture as accurate as possible the three land use land 

cover classes as they change through time. 

The study indicated that the annual growth rate of Built up 

area has increased at 0.82% from 2005 to 2015, vegetation 

decreasing significantly at the rate of -0.21% from 2005 to 

2015, and water bodies also increasing at a rate of 0.22% 

from 2005 to 2015.  

This result is significant as it indicates a trend of urban 

expansion in the study area from 2005 to 2015, this trend 

can also be said to be responsible for vegetation reduction 

from 2005 to 2015 due to vegetation encroachment from 

urbanization. 
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Abstract— Polygalacturonases belong to the family of 

pectinases, enzymes that are in high demand in industry 

because of their many different applications. This study 

therefore sought to examine the production of 

polygalacturonases using an endophytic fungus, Penicilium 

brevicompactum, isolated from Baccharis dracunculifolia 

D.C. (Asteraceae) through semi solid fermentation using 

orange peels and citric pectin 2% as base substrate, 

supplemented with different carbon sources. After the 

fermentation process, the enzyme was characterized. The 

results showed that the micro-organism was able to use a 

wide range of carbon sources, but with polygalacturonase 

activity varying with each source. The highest yield, 

however, was achieved after 30 hours of incubation in the 

presence of 4% of galactose and 2% of pectin. Studies on 

the characterization of the polygalacturonase revealed that 

the optimal temperature of this enzyme is 72°C and that it 

maintains 60 and 15% of its maximum activity when 

incubated for 2 hours at 40 and 90°C, respectively. The 

optimal pH for the activity of the enzyme was 4.6. The 

enzyme retained 65 and 30% of its maximum activity when 

incubated at pH 3.5 and 9.5, respectively, for 24 hours at 

ambient temperature. The enzyme activity was stimulated 

by Mg
2+

 ions. On the other hand, it was inhibited by the 

ions Cs
+2

, Hg
+2

, Li
+2

 and Sr
+2

. The ions Zn
+2

 and Cu
+2

 

inhibited it by 94% and 69%, respectively. 

Keywords— Enzymes, pectins, fermentation, 

polygalacturonase, bioprocess. 

 

I. INTRODUCTION 

Pectins are classes of complex polysaccharides found in the 

cell walls of plants and they are commonly produced during 

the early growth stages of the cell wall, corresponding to 

approximately 1/3 of this wall (Sajjaanatakul; Van-Buren 

and Downing, 1989; Muralikrishna and Taranathan,1994). 

The synthesis of pectin (Figure 1) starts with the UDP-d-

galacturonic acid and it is synthesized through the Golgi 

Complex during the early growth stages of the cell wall. 

Although galacturonic acid is the main constituent of pectic 

substances, varying proportions of other sugars, such as D-

galactose, L-arabinose, D-xylose, L-rhamnose, L-fucose 

and traces of 2-O-methyl fucose can also be found (Jarvis, 

1984; Leitão et al., 1995).  

 
Fig. 1: Chemical Structure of pectin, formed by sub-units of 

galacturonic acid (Houdert and Muller, 1991). 

 

It has been suggested that the carboxyl groups of pectins 

are strongly methyl-esterified, but that these esters are 

cleaved by the PME (pectin methylesterase) present and by 

the activity of polygalacturonase in tomatoes, resulting in 

pectins of high molecular weight. Roberts, (1990), Tieman 

and Handa (1994), described that the decreased activity of 

PME in tomatoes causes a total loss of integrity of tissues 

during the senescence of the fruit. PME accelerates the 

hydrolysis of the ester-methyl bonds in the pectin molecule, 

forming pectic acid and methanol (Amstalden, 1982). 

Although several enzymes called hydrolases of the 

pectinase type are responsible for the degradation or 

breaking of this polymer contained in the plant's cell wall, 

the activity of pectin methylesterase (PME) and 

polygalacturonase (PG) stands out, which act during the 

mailto:alessandrabuss@gmail.com
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ripening of the fruit and which have been extensively 

investigated regarding their genetics, biochemistry and 

levels of gene expression (Fischer; Bennett, 1991). 

In Kashyap et al., (2001) and Belafi-Bako et al., (2007), 

pectinolytic enzymes (Figure 2) are classified according to 

their mode of action as demethylation pectins, which 

catalyze the hidrolise of methoxyl groups linked to 

carboxylic groups of the pectin chain, forming pectic acid, 

which contains negligible quantities of methoxyl groups 

(pectinesterase (PE): E.C. 3.1.1.11); depolymerizing 

pectins, which catalyze hydrolysis reactions ( polymethyl-

galacturonases (PMG), polygalacturonases (PG): endo-PG 

(E.C. 3.2.1.15) and exo-PG 1 and 2 (E.C.3.2.1.67, E. C. 

3.2.1.82)) and the break up by trans-elimination 

(polygalacturonatelyase (PGL): endo-PGL (E. C.4.2.2.2) 

and exo-PGL (E. C.4.2.2.9 ) and pectin lyase (PL) 

(4.2.2.10) (Sakai and Okushima, 1982; Ahrens and Huber, 

1990; Fischer and Bennett, 1991; Kashyap et al., 2001; 

Belafi-Bako et al., 2007). 

Pectinolytic enzymes can be synthesized by bacteria, fungi 

and yeasts. The production of pectinases by micro-

organisms is influenced by growing conditions, and 

especially by the composition of the culture medium, the 

type and concentration of the carbon source, pH and 

temperature of cultivation, in addition to other factors 

(Fogarty and Ward, 1974; Freitas, 1991; Bravo et al., 

2000). 

 

 
Fig. 2: Different types of pectinases and their modes of 

action on pectic substances. (a) R = H for PG and CH3 for 

PMG, (b) PE and (c) R = H for PGL and CH3 for PL. The 

arrow indicates the place where the pectinases act on the 

pectic substances. PG: polygalacturonase, PMG: 

polymetylgalacturonase, PE: pectinesterase, PGL: pectate 

lyase, PL: pectin lyase (Gummadi and Panda, 2003). 

 

The first step for the industrial use of these enzymes is the 

selection or development of appropriate strains, followed 

by an optimization of the cultivation conditions. In other 

words, one has to learn the various aspects that regulate the 

synthesis and activity of the enzyme. The micro-organism 

is, without doubt, the limiting factor of any fermentation 

process. This fact is commonly corroborated in the 

literature, as for example in (Maiorano, 1982; Maiorano 

and Schmidell; Ogaki, 1995; Nogueira, 2003; Collares, 

2011). 

These enzymes can be obtained through both submerged 

(SmF) and solid state (SSF) fermentation processes 

(Fogarty and Ward, 1974; Freitas, 1991; Bravo et al., 2000; 

Gummadi and Panda, 2003; Collares, 2011). For the 

specific case of SSF, the supports or substrates consist 

basically of organic polymers that are characterized by their 

insolubility in water and their ability to promote microbial 

growth, even without the addition of additional nutrients. 

Among the main characteristics of SSF, the following 

deserve special mention: low quantity of available water, 

low risk of contamination, use of smaller reactors than 

those used in SmF for the same amount of substrate, high 

yields and low costs with respect to the substrate used 

(Hendges, 2006).  

The production of enzymes by micro-organisms through 

SSF is influenced by several cultivation factors, such as: the 

micro-organism used in the fermentation process, the 

availability of water, nutrients, temperature, the applied 

inoculum, aeration and the presence of inducing substances. 

The study of these factors is essential for the optimization 

of a fermentation process (Dartora et al., 2002). 

Pectinolytic enzymes are widely employed in various 

industries. In food, these enzymes are used for the 

extraction, depectinization and clarification of fruit juices 

(bananas, papayas, apples) and wine, for the extraction of 

vegetable oil, and in the production of baby foods 

(Buenrostro and Lopes-Munguia, 1986; Ghildyal et al., 

1994; Kashyap et al., 2001; Nighojkar et al., 2006; Gupta et 

al., 2007; Ustok, Tari and Gogus, 2007). They can also be 

used in the industry of fermented products, such as the 

fermentation of cocoa, coffee and tobacco, and in the 

degumming of natural fibers (Genari, 1999; Bravo et al., 

2000; Fawole and Odunfa, 2003). 

The food industry, juice producers in particular, has shown 

a growing interest in the use of pectinases since their use in 

various processes results in increased yields, quality 

improvements of the product and reductions in the 

operating costs of the process (Wosiacki and Nogueira, 

2005). Micro-organisms are a rich source of many 

enzymes, and pectinases, particularly those produced by 

fungi, are of great industrial importance (Koch; Nevins, 

1989; Ferreira and Castilho; Paiva, 1995; Uenojo and 

Pastore, 2007). 
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It’s in this context that this study observed the production 

of fungal polygalacturonases by the endophitic fungus 

Penicillium brevicompactum, isolated from Baccharis 

dracunculifolia D.C. (Asteraceae), using Solid State 

Fermentation (SSF) in a medium made up of dehydrated 

orange peels, inductor sources and salts. 

 

II. MATERIALS AND METHODS 

 

2.1 Microrganisms 

The strain of Penicilium brevicompactum used in this work 

was isolated by Recalcatti et al., (2004). The methodology 

used for isolation has been described by Day, Fincham and 

Radford, (1979) and Larone, (1985). The conservation of 

this strain was done in a glycerinated culture medium, 

following the methodology described by Maiorano, (1982), 

being maintained through monthly samplings. 

 

2.2 Culture conditions 

The culture medium was formulated containing (g.L
-1

) 

MgSO4.7H2O 0.2g, (NH4)2SO4 0.2g, KH2PO4 0.05 g. This 

formulation of salts was supplemented with the following 

carbon sources: citric pectin 2g; galactose 2g, galactose 4g 

and polygalacturonic acid 4 g in 100 g of orange peels, 

dried until reaching a humidity of 10%, crushed and sieved 

to remove particles of smaller size and obtaining fragments 

with more homogeneous dimensions of approximately 3 

mm (Gomes, 1995). 

The pH value of the medium was adjusted to 4.5 and the 

sterilization was performed for 15 min at 120 ºC. The vials, 

properly capped with cotton stoppers, were sterilized at 120 

ºC for 15 minutes and the pressure was maintained at 0.5 

atm to avoid caramelization of the culture medium. 

Considering the conditions established in the preliminary 

fermentation, the kinetics of enzyme production were 

monitored for a period of 96 hours at 35 ºC, taking samples 

after 0, 20, 40, 60, 80, 100 and 120 hours. 

 

2.3 Enzymatic assay of polygalacturonase 

The fermented mass, collected at certain periods of 

cultivation, was homogenized and macerated (wet) in a 

mortar. Samples were collected after 0, 20, 40, 60, 80, 100 

and 120 hours.  

To determine the moisture content, 1g of the sample was 

submitted to oven drying at 105 °C until reaching a 

constant weight. After cooling, the sample was weighed 

again and the moisture content present in the medium was 

calculated, (AOAC, 1997). 

To determine the pH, 10 mL of distilled water was added to 

the dried samples used for the determination of moisture. 

After shaking, these were allowed to rest for 10 min, and 

then the pH reading was performed. The biomass was 

determined after filtration and the micelles were submitted 

to heating at 85 ºC until reaching a constant weight. 

For the extraction of enzymes, 15 mL of destilled water at 

pH 4.0 was added to 2.7 g of the previously macerated 

fermented mass. After 30 min of shaking at 200 rpm, the 

suspension was centrifuged at 9000 rpm for 20 min. The 

broth (15 mL) was then used to determine enzyme activity.  

Polygalacturonase activity was determined in the filtered 

cultures of P. brevicompactum by determining the content 

of reducing groups, after reaction with dinitrosalicylic acid 

(Miller, 1959). The mixture of the reaction contained: 2.4 

mL of citrate/phosphate buffer 0.2M, pH 5.0, 0.1 mL of 

enzyme extract and 2.5 mL of partially methoxylated citric 

pectin, 0.25% (Sigma, P-9135). The pre-incubation was 

carried out at 35°C for 10 minutes.  

The reaction was initiated by the addition of enzyme 

extracts and water was added in the control test instead of 

the substrate (Malvessi, 2000; Malvessi and Silveira, 2004). 

One unit of activity was considered to be the amount of 

enzyme capable of generating 1 mol of galacturonic acid, 

per minute.The content of free reducing sugars (RS) present 

in the enzymatic extract was determined by the DNS 

method, using a glucose solution as standard.  

To determine the total reducing sugars (TRS) in the 

fermentation medium, the methodology described by 

Malvessi, (2000), was used; Malvessi and Silveira, (2004), 

in which 10 mL of H2SO4 1.5 M was added to 0.7 g of 

homogenized and macerated mass, hydrolyzed at 100°C for 

30 min, followed by cooling in an ice bath. After the 

neutralization, the preparations were deproteinated and 

filtered, and the reducing sugars obtained through this 

technique were then quantified through the DNS method 

(Miller, 1959). 

 

2.4 Characterization of the enzyme 

The equivalent of 60% of ammonium sulfate was added to 

the cell-free supernatant for protein precipitation. After this 

procedure, the material precipitate was centrifuged at 

20.000 revolutions for 10 minutes at 4°C. A minimum 

quantity of phosphate buffer was added to the precipitate 

for its re-suspension, after which it was once again 

centrifuged at 20.000 revolutions per 20 minutes at 4°C. 

The filtrate was used for determination of the enzyme 

activity (Malvessi and Silveira, 2004 ). 

 

2.5 Effect of temperature on the activity and stability of 

polygalacturonase 

The determination of optimal temperature was performed 

by incubating the reaction mixture (pH 7.0) at temperatures 

ranging from 40 to 100°C, with intervals of 10°C. After 10 

minutes of incubation at each temperature, the enzyme 

activity was analyzed. The thermal stability was evaluated 

by incubating the enzyme in temperatures that ranged from 
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30 to 100°C, with intervals of 10°C. After two hours of 

incubation, the residual activity was examined at the 

optimal temperature of the enzyme determined above. 

 

2.6 Effect of the pH on the activity and stability of 

polygalacturonase 

The influence of pH on the activity of polygalacturonase 

was evaluated in the range of 3.5 to 9.5 with an interval of 

0.5 units. The substrate preparation used was a buffering 

mixture containing sodium acetate (pH 5.0 -5.5), phosphate 

(pH 6.0 - 8.0) and tris (pH 8.5 -10.0), with a final 

concentration of 50 mM. The pH values of the reaction 

mixture were adjusted with NaOH or HCl 1N. 

The optimal pH was determined by incubation of 0.2 mL of 

the enzyme and 0.8 mL of citric pectin (0.5%) prepared in 

buffers with different pH values. After incubation at 70°C 

for 10 minutes, the enzyme activity was analyzed as 

described previously. The stability of the polygalacturonase 

under different pH values was evaluated by incubating the 

enzyme extract in the buffers described above, without the 

substrate, for 24 hours at ambient temperature. After this 

treatment, the residual activity of the polygalacturonase was 

determined as described previously. 

 

2.7 Effect of ions on the activity and stability of 

polygalacturonase 

The following compounds were added to the reaction 

mixture, at a final concentration of 1 mM, to study the 

effect of different metal ions on the activity of 

polygalacturonase: CaCl2, BaCl2, AgNO3, HgCl2, CuSO4, 

ZnSO4, CsCl, CoSO4, NiCl2, C4H6O4Pb, FeSO4, MnSO4, 

MgSO4, SrCl2and LiSO4. This method followed that 

described by Malvessi (2000) and Malvessi and Silveira 

(2004). 

 

2.8 Statistical analysis 

The experiments were carried out in triplicate, and the 

results were evaluated by analysis of variance (ANOVA) 

using the SAS software, version 9.4. The effects of the 

treatments were compared with Tukey's Test. 

 

III. RESULTS AND DISCUSSION 

The carbon source in the growth medium of the fungi 

interferes with the synthesis of extracellular 

polygalacturonase. The increase in the synthesis of 

polygalacturonase by adding pectin (Maldonado and 

Calieri, 1989; Larios, Garcia and Huitron, 1989; Bailey, 

1990; Baracat et al., 1991), or galactose (Polizeli, Jorge and 

Terenzi, 1991), to the growth medium, has been observed 

with other micro-organisms. 

This study was performed using galactose and 

polygalacturonic acid on pectin 2% as carbon sources in 

order to analyze the biomass, protein and polygalacturonase 

activity of P. brevicompactum. The highest production of 

mycelial biomass (6.34 mg/g), polygalacturonase activity 

(15.25 U/g) and total reducing sugars - TRC (0.84 g/g), was 

observed in the medium containing 4% galactose and 2% of 

citric pectin at pH 6.9 (Table 1).  

 

Table 1: Effect of the nature of the carbon source on the 

accumulation of final biomass, total protein, activity and 

productivity of polygalacturonase in Penicillium 

brevicompactum. Time of 60 hours of fermentation. 

1A= Pectin 2%. B= Pectin 2% + Galactose 2%. C= Pectin 2% + Galactose 

4%. D= Pectin 2% + Polygalacturonic Acid * 4%. 2 Polygalacturonase 

Activity. 3TRS - Total Reducing Sugars. * Means followed by the same 

letter vertically, do not differ by Tukey's Test (< 0.05). 

 

In all tests, a drop in pH could be observed during the first 

6 hours of incubation of the culture. A decrease in pH from 

4.5 to 4.3 of the culture medium could be detected.  

This initial drop in the pH of the medium may be due to the 

production of acids during the fermentation of the carbon 

source, which is more intense during this period. 

Subsequently, the pH of the medium increased gradually to 

6.8 after 40 hours of incubation of the culture, remaining 

virtually unchanged until 60 hours, after which it decreased, 

maintaining itself stable at 4.6 for the medium containing 

pectin 2% + Galactose 4%. There was no significant 

difference in the mean pH values of all evaluated media. 

The increase in pH of the medium may be attributed to the 

use of organic acids or the production of alkali components 

during this period. 

According to Ming Chu, Lee and Li, (1992), the 

acidification or alkalinization of the culture medium reflects 

the consumption of the substrate. When ammonium ions are 

being used, the environment becomes more acid, and when 

organic nitrogen (amino acids and peptides) is being 

assimilated, the environment becomes more alkaline. Due 

to this relationship between the synthesis of 

polygalacturonase and the use of nitrogenous compounds, 

the variation of pH can be used to provide important 

information about the production of polygalacturonases, 

such as the beginning and the end of its synthesis. 

The effect of incubation time in the polygalacturonase trial 

was tested in a series of experiments in which the 

incubation time of the reaction at 30°C varied in the range 

of 20 to 120 minutes. The activity of the polygalacturonase 

is at its maximum at 30 minutes of incubation of the 

reaction (Figure 3). 

 

Carbon
1 

Biomass PG Activity
2 

TRS
3 

pH Moisture 

A 5.22a* 9.12b 0.33b 4.5a 50a 

B 5,56a 8.20b 0.23b 4.6a 60a 

S 6,34a 15.25a 0.84a 4.6a 55a 

D 5,25a 10.21b 0.35b 4.4a 60a 
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Fig.3: Production of polygalacturonase as a function of time, for Penicillium brevicompactum. 

 

 
Fig. 4: Optimal temperature and thermal stability of polygalacturonase secreted by Penicillium brevicompactum. 

 

 
Fig.5: Influence of pH on the activity and stability of the polygalacturonase secreted by Penicilium brevicompactum. 
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After 30 minutes of incubation of the reaction, the 

concentrations of reducing substances decrease as time 

increases, which means an up to 3-fold drop in the 

polygalacturonase activity in the fermentation supernatant 

from the fungus P. brevicompactum, with 60 minutes of 

incubation. 

The results obtained in this work show that enzyme activity 

increased with the addition of galactose to 4% associated 

with the citric pectin at 2%. This same behavior was 

observed by Bueno, Peres and Gattas, (2005) who 

evaluated the behavior of different strains of Aspergillus sp. 

and found that the best results occurred with the association 

of citric pectin and galactose. 

Freitas, (1991) showed that increases in the concentration 

of citric pectin didn't result in a considerable increase of 

enzyme activity, showing that the production of 

polygalacturonase by Penicillium expansum initially 

increased with the rising concentration of pectin in the 

medium, after which it decreased, because although the 

fungus continues growing, the polygalacturonase activity 

varies in response to the carbon source used for the growth 

of the micro-organism. The activity of the 

polygalacturonase was significantly higher during the 

growth of the micro-organism, changing the carbon source, 

associated with citric pectin.  

 

3.1 Effect of temperature 

Polygalacturonase activity increased with the increase in 

temperature, reaching its maximum value at 72°C, as 

shown in Figure 4.  

The polygalacturonase secreted by P. brevicompactum 

maintained around 72% of its activity when incubated at 

70°C for 2 hours and reduced its stability with the increase 

in temperature. It should be emphasized that this stability 

with temperatures near 70°C is a good indicator, as 

thermostable enzymes have a good market acceptance.  

Martins et al., (2002) obtained polygalacturonase from 

Thermoascus aurantiacus that retained 100% of its activity 

when incubated at 60 °C for 2 hours. A 50% reduction in 

the activity of this enzyme was observed, however, after 

incubation at 70 °C for 2 hours. These results indicate the 

production of thermostable polygalacturonase. 

 

3.2 Effect of pH 

The polygalacturonase was active in a wide pH range, with 

maximum activity around pH 4.6, as shown in Figure 5. 

The lowest enzyme activity was found at the pH values of 

3.5 and 9.5, which were the most extreme values studied, 

with 65 and 40 %, respectively.  

Regarding the stability of the pH, the polygalacturonase 

was stable for 24 hours at pH values between 4.5 and 5.0. 

When incubated at pH 9.5, the enzyme stability was only 

30%. 

Similar results were found by Rizatto (1999); Alaña, Llama 

and Serra, (1991), and Silva et al., (2005), who investigated 

the effect of pH on the polygalacturonase activity of 

Penicillium italicum and Aspergillus niger through semi-

solid fermentation in industrialized orange bagasse.  

According to these authors, these filamentous fungi studied 

revealed an optimal pH for polygalacturonase activity 

between 4.5 and 5.5, thus producing acid enzymes. 

Different Results are observed for cultures with different 

Bacillus strains, which produce enzymes in an optimal pH 

between 6.5 and 7.0. Kobayashi et al., (2010), found an 

optimal pH value of 8.0 for a exo-polygalacturonase 

produced by the Bacillus sp. strain KSM-P576, while Devi 

and Rao, (1996), found an optimal pH of 10 for the 

polygalacturonase produced by the Bacillus sp. MG-cp-2. 

 
3.3 Effect of some metal ions 

The activity of the polygalacturonase secreted by P. 

brevicompactum was stimulated by Mg
+2

 ions. In the 

presence of this ion, a 160% increase in enzyme activity 

could be observed. The Cs
+2

, Hg
+2

, Li
+2

 and Sr
+2

 ions, on 

the other hand, inhibited enzyme activity. The ions Zn
+2

 

and Cu
+2

 inhibited it by 94% and 69%, respectively. 

Mg
+2

 also stimulated the activity of polygalacturonase 

produced by Aspergillus carbonarius (Devi and Rao, 1996), 

but inhibited the activity of polygalacturonase produced by 

Bacillus sp. (Kelly and Fogarty, 1978). 

Tomazic, (1991) and Kobayashi; Koike and Yoshimatsu, 

(2010), highlight that the stabilization of some enzymes can 

be induced by non-protein additives, especially divalent 

ions such as Ca
+2

, Mn
+2

, Zn
+2

 and Mg
+2

. If used in low 

concentrations, these ions can support the tertiary structure 

of the protein, promoting the formation of cross-links that 

provide a greater stability to it. 

 

IV. CONCLUSION 

After obtaining the results, one can conclude that the 

endophytic strain of Penicilium brevicompactum was able 

to use a wide range of carbon sources, but with 

polygalacturonase activity varying with each source. The 

highest yield, however, was achieved after 30 hours of 

incubation in the presence of 4% of galactose and 2% of 

pectin.  

The characterization of the polygalacturonase revealed that 

the optimal temperature of this enzyme is 72 °C and that it 

maintains 60 and 15% of its maximum activity when 

incubated for 2 hours at 40 and 90°C, respectively.  

The optimal pH for the activity of the enzyme was 4.6. The 

enzyme retained 65 and 30% of its maximum activity when 

incubated at pH 3.5 and 9.5, respectively, for 24 hours at 

ambient temperature.  

The enzyme activity was stimulated by the Mg
2+

 ions. On 

the other hand, it was inhibited by the ions Cs
+2

, Hg
+2

, Li
+2
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and Sr
+2

. The ions Zn
+2

 and Cu
+2

 inhibited it by 94% and 

69%, respectively. 
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Abstract— This study is deal with seismic structural and 

stratigraphic interpretation that applied on the East 

Razzaza (central of Iraq) area, by using 2D seismic data 

from Oil Exploration Company. Three main seismic 

reflectors were picked. These reflectors are Zubair, 

Yamama and Gotnia Formations, which were used to 

define petrophysical well logs and synthetic seismograms , 

that are calculated from sonic-logs of the wells of East 

Baghdad-1 (Eb-1) and West Kifl-1(Wk-1) by Geoframe 

program, to interpret the Yamama basin and the 

boundaries of the basin (Zubair and Gotnia Formations), 

and suggest a stratigraphic model for the study area. 

Structural maps are prepared for each reflector in addition 

to analyze stratigraphic features on the seismic sections to 

obtain the location and direction of the sedimentary basin 

and shoreline. It is concluded that the basin lies in the east 

and south east of the area. Seismic stratigraphic 

interpretation of the area approves the presence of some 

stratigraphic features in the studied formations. Some 

distributary buildup mound and carbonate platform are 

determined. Yamama Formation is interpreted to represent 

a carbonate platform, and it is divided into three 

sequences; they represent progradational seismic facies 

(sigmoid). Maximum flooding surface (MFS) is recognized 

on top of Yamama Formation and system tracts are 

determined on the basis of seismic and log data. Seismic 

attributes technique was used to predict the physical 

properties distribution of Yamama Formation succession. 

Keyword—Seismic stratigraphy-East Razzaza-Jurassic- 

Cretaceous succession. 

 

I. INTRODUCTION 

Seismic methods are widely applied to exploration 

problems involving the detection and mapping of 

subsurface boundaries, they also identify significant 

physical properties of each subsurface unit, and are 

therefore widely used in the search for oil and gas [1]. The 

effectiveness of the seismic method varies for different 

kinds of stratigraphic features. For example, many types of 

reefs can be located with consistent success on seismic 

record sections [2]. The studied area (East Razzaza) is 

located in the middle parts of Iraq, and belong to three 

governorates (Baghdad, Karbala and Anbar governorates) 

on the western side of Mesopotamian basin between 

Euphrates river and Razazza lake, figure (1). The aim of 

this study is  to interpret a (2-D) seismic data available in 

Oil Exploration Company for surveys carried out in East 

Razzaza to determine the seismic stratigraphic architecture 

and facies changes for the Zubair, Yamama and Gotnia 

Formations in the area which are covered by two 

dimensional survey for locating the probable reservoir. 

 

The Geophysical Information of studied area 

Gravity Surveys 

The Bouguer anomaly map shows increasing of gravity 

values in NE direction with presence of anomaly as a nose 

about (-46) milligal in the middle part of the study area, 

figure (2). Bouguer gravity values is ranged between (-40) 

to (-53) milligal. This anomaly may be due to difference in 

rock densities and topography of basement rocks. 

The Magnetic Survey 

The aeromagnetic map shows that depth of basement rocks 

in the area ranges between (7-8km). This depth increases 

towards the S and SW. It was noted the existence of 

magnetic anomalies with continuous increase in the 

intensity of the total magnetic field towards the S-SW 

figure (3). 
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Fig.1: Iraqi map shows the study area. 

 

 
Fig.2: Bouguer anomaly map  of the study area. 
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Fig.3: Aeromagnetic map of the study area. 

Data Acquisition 

Base map preparation 

Processed seismic data are loaded in the interactive 

workstation of interpretation in SEG-Y format and before 

starting; special subprograms must be operated to define 

the required data for loading. This process is called (project 

creation) for achieving the interpretation process on an 

interactive workstation. After that, the base map of the 

study area is constructed. This process includes entering 

strike line and dip line numbers, the separated distance 

between bin sizes along strike line direction and dip line 

direction. Base map includes definition of the geographic 

coordinates in UTM coordinates system of study area, 

figure (4). 

 

 
Fig.4: Illustrates a base map of study area (2D survey). 
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Synthetic seismograms and reflectors definition  

Synthetic seismograms that is, a theoretical seismic trace, 

can be made from one or two of the logs in a well [3]. 

Synthetic seismograms (figures 5,6) are artificial reflection 

records made from velocity logs by conversion of the 

velocity log in depth to a reflectivity function in time and 

by convolution of this function with a presumed 

appropriate wavelet or source pulse [4]. Synthetic 

seismograms were generated for Eb-1 and Wk-1 wells 

using GeoFrame software package. Basically, seismic well 

tie allows well data, measured in units of depth, to be 

compared to seismic data, measured in units of time. The 

sonic and density logs were transformed from depth to time 

domain. This conversion will permits correlation of 

horizon tops identified in well with reflections present in 

the seismic section. The picked reflectors wavelets 

appeared as peaks on synthetic trace (positive reflection) 

but in different intensity. The Zubair corresponds to a 

trough. This is very reasonable because the rocks in Zubair 

are shale as well as the sandstone was characterized by 

high porosity and lower density. For this reason, the 

reflection coefficient of sandstone in this interface is 

negative (trough). The Gotnia and Yamama corresponds to 

a (peak) because the rocks in Gotnia is anhydrite and 

Yamama is  limestone which was characterized by low 

porosity and higher density. For this reason the reflection 

coefficient of this interface is positive (peak). 

 

 
Fig.5: Illustrates the synthetic seismogram of Eb-1 well. 

Zubair 
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Fig.6: Illustrates the synthetic seismogram of Wk-1 well. 

 

Interpretation of Seismic Data 

After completion the process of creating synthetic 

seismogram and identification of reflection then picking 

the reflectors is represented by Zubair, Yamama and 

Gotnia Formations. As previously mentioned, the synthetic 

seismogram have been created for Eb-1 and Wk-1 wells, in 

order to identify the reflectors depending on:-  

• The well records of sonic logs and integrated velocity 

survey. 

• The well in adjacent area. 

• The synthetic seismogram loaded on seismic section in 

order to matching the seismic signal and the result of 

matching are very good. 

General Specifications of Seismic Reflectors 

1- Continuity of reflectors 

 Continuity of the picked reflector can be described as 

follows, figure (7): 

 Zubair reflector has good continuity. 

 Yamama reflector has moderate continuity. 

 Gotnia reflector has good continuity. 

2- Concordance of reflectors  

Concordance of reflectors is good especially at the Upper 

Jurassic –Lower Cretaceous, it is due to presence of the 

stratigraphic features. 

3- Quality of the reflectors 

In general, the quality of the reflectors on the seismic 

sections of the area is considered good. This is due to the 

high signal to noise (S/N) ratio of the recorded signal 

where the resolution is very good. Knowledge of the 

general specification of the reflector is important because 

it helps in determining how much and what quality of 

seismic section involved in achieving the interpretation 

before using the programs of automatic control. These 

programs are interpolation, auto picking and they are used 

to complete of the reflectors picking process. 

Zubair 

Yamama

a 

 

Gotnia 
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Fig.7: Shows continuity of the picked reflectors (Zubair, Yamama and Gotnia reflector). 

 

 
Fig.8: Two way time map of Yamama reflector. 

 

Structural Picture of the picked Horizon  

Depending on analysis of the seismic data, synthetic 

seismogram and well ties, it is easy to recognize and pick 

three reflectors: Zubair reflector, Yamama reflector and 

Gotnia reflector.  After the definition of studied reflectors 

using synthetic seismograms in time domain for wells (Eb-

1,Wk-1), we picked these reflectors in all area to prepare 

the time maps which are converted later to structural maps 

in depth domain by using velocity data of these reflectors, 

for describe the structural features of selected horizons 

from two way time(TWT) structure maps. 

Time, velocity and depth maps  

Time maps 

The time maps may carry important information on the 

subsurface geo-logic features. Zubair, Yamama and Gotnia 

Formations two way time maps. Figure (8) shows Yamama 

TWT map as an example which is dominated by NE-SW 

trending high to the East and drops to the West. The 

structure rises sharply to the North East. In the middle area, 
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the structure depicts ridges extending NW-SE on the 

surface, these ridges represent accumulation of sediments 

that may contain oil, and has nose structure shape (minor 

structure). Contour interval equals 20 ms. 

 

 
Fig.9: Velocity Map of Gotnia reflector. 

 

Average Velocity maps 

To obtain depth maps, the picked time data of any reflector 

is needed to the velocity data. The more accurate velocity 

to be used in time to depth conversion is the average 

velocity, which can be computed directly from well 

velocity survey (check shot) [5]. For the two wells the area 

(Eb-1 and Wk-1), check shot data are used to prepare the 

velocity maps. The velocity map of Gotnia shows the 

average of velocity increases in SW trend.The magnitude 

of velocity ranges from (3550-3690) m/s. Velocities in the 

Gotnia Formation variation and this is indication of   

variation in lithology and depth from NE to SW trend, 

figure (9). 

 

Depth Maps 

The time map of a given reflector is used with its average 

velocity map to extract the depth map, as follows: 

Depth at any point = (velocity × TWT /2) at this point. 

Zubair, Yamama and Gotnia depth maps reveal a structural 

feature having a general trend in the NW-SE direction. 

Yamama depth map showsthe minimum depth value of 

(3000) m is noticed at the W and gradually increase toward 

the E and NE, and reaches (4240) m towards the basin. 

Structural noses (minor structure) are observed in the 

middle part of the area and have NW-SE trend, which 

represents the direction of buildup carbonate shelf. 

Contour interval is 40m, figure (10). 
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Fig.10: Depth structure map of Yamama Formation. 

 

Stratigraphic Interpretation 

Stratigraphic interpretation of seismic data may be simple 

if there is adequate well control, but in many cases the 

interpreter has to make inferences from the appearance of 

observed bodies, these may include both    their external 

form and if the resolution is good enough for it to be visible 

[6]. Seismic stratigraphy can add important geological 

information and enhance the understanding of the 

depositional environments, which may help in the 

understanding the origin, accumulation, and trapping 

mechanisms of the hydrocarbon deposits. The seismic 

traces are trying to tell us the details of the subsurface [7]. 

The first phase in seismic stratigraphic studies of a basin 

fill is to delineate   genetically related units, which are 

called depositional sequences [8]. These sequences are of 

regional importance and   are further subdivided into 

individual system tracts [9]. The system tracts are 

delineated based on the presence of local unconformities 

and their laterally equivalent conformities. They contain a 

grouping of deposits from time-equivalent depositional 

systems [10]. Sequence stratigraphy analysis is 

increasingly viewed as an essential methodology for 

studying carbonate platforms [11].  

Sequence Stratigraphy of the Studied Formations 

Zubair Formation 

The Zubair Formation is interpreted by using the log data 

for the identification thickness and depositional sequence 

within Zubair in studied area. Both Eb-1and Wk-1 wells 

are essentially composed of alternating shales and 

sandstones with some siltstones. The variation in lithology 

displays some regularity, towards the shore, in the west the 

formation is composed mostly of sands only. 

Yamama Formation 

Yamama Formation is interpreted as three depositional 

sequence representing the base which is an initial lowstand 

systems tracts (LST), remaining to top as carbonate 

package; it represents the highstand systems tracts (HST) 

and transgressive systems tracts (TST) figure (11).Within 
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the Yamama sequence, three reflection sequences that can 

be mapped across the entire platform top. The top Yamama 

was picked from wells parallel to the seismic surface 

approximately. The Yamama sequence appears to initially 

backstep and then progrades from SW-NE in the highstand. 

These latter seismic events can be interpreted as 

prograding clinoforms. Major environments of deposition 

are interpreted including three shelves margin, upper slope 

and inner shelf, and basin. Note that transgressive and 

highstand system tracts dominate, with transgressive 

system tracts being associated with major periods of 

shelves margin aggradations, as build-ups try to keep pace 

with rising sea level. During highstand, the basin margin 

progrades basin ward rapidly. Facies have also been 

interpreted for the individual sequences, figure (12). In 

terms of petroleum systems we are most likely to encounter 

source rocks in the deep water basinal settings. Reservoir 

distribution is harder to predict because of the effects of 

complex diagenesis associated with carbonate rocks. 

 

 
Fig.11: Illustrates architecture of basin ofYamama Formation. 

 

 
Fig.12: Illustrates sequence stratigraphy of the section. 
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Gotnia Formation 

The Gotnia sequence represents a complete evaporite 

sequence which was deposited on the basin center and 

continental slope. It is clear on seismic data and in Wk-1 

well. The progradation of Gotnia Formation continued and 

caused a decrease in the extent of the basin, and therefore 

created an evaporitic. This interpretation implies that 

relative sea level needs not to fall, but rather continued 

progradation further away the basin off from marine 

circulation and creates an evaporitic basin. Seismic data 

clearly shows the top of Gotnia to be associated with a 

dipping event with dip to the north-east direction, and an 

updip thinning or pinchout onto a prominent shelf edge. 

The interpretation of deposition is thought to be related to 

a period of late highstand and associated basin starvation. 

Seismic Reflection Configuration 

  A seismic facies unit is interpreted to express certain 

lithology, stratification, and depositional features of 

deposits that generate the reflections in the unit. Seismic 

facies analysis first involves recognition of distinctive 

(packages) of reflection within each sequences. Each 

reflection package exhibits a combination of physical 

characteristics that distinguish it from adjacent seismic 

facies [12].  

In the studied interval Zubair- Gotnia, These are two main 

types of seismic reflection configuration are observed. 

1- Zubair reflector displaying parallel configuration. 

2- Yamama to Gotnia displaying the progradational 

configuration. 

Zubair reflector characterize high to moderate amplitude 

and continuity. Reflection configurations of Zubair 

reflector indicate wide, relatively uniform lateral extent in 

sedimentary basin. The shelf facies consist of neritic shale 

and generally transgressive. While Zubair Formation 

represents delta platform facies consisting of shallow- 

water, high-energy marine (delta- front) sandstone. 

The second type of reflection configuration in the studied 

package which includes Yamama and Gotnia reflectors is 

progradational, with two fundamentals types of 

configuration called oblique and sigmoid. The concluded 

sigmoid model is associated with progradation of shelf 

system. The depositional energy may be high, and the 

evidence on that is the reef limestone and predominance of 

oolites in Yamama, figure (13).  

 

 
Fig.13: Shows sigmoid model in the study area. 

 

Flattening Procedure  

Flattening is transforms a seismic image to make the 

structural features in the image flat. A flattened seismic 

image is created by shifting sample in the original image 

up or down. This means that parts of the original image are 

stretched in some areas and squeezed in others to flatten 

the features in the image [13]. Look at a section below, 

figure (14) one with several good and continuous 

reflections across it, the up and downs of the reflections are 

mostly by geological processes that took place after the 

deposition beds. If we change the section so as to make a 

reflection flat, then the section more nearly represents the 

geological situation at the time that bed was deposited. 
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Fig.14: Illustrates Flattening technique applied on 2D section in the study area. 

 

 
Fig.15: Explain instantaneous phase attribute on the 2D seismic section in the study area. 

 

Seismic Attribute  

Seismic attributes is any measure of seismic data that helps 

us visually enhance or quantify features of interpretation 

interest [14], and any mathematical transform of the 

seismic trace data, with or without other accompanying 

data requirements [15]. The seismic trace represents the 

variable function between the amplitude and time in the 

time domain. We can study other characteristics of seismic 
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wave function by using the Fourier transform, where we 

get the amplitude change function with the frequency in the 

frequency domain. The seismic wave is not only a simple 

time function but, it is a complex function [16]. 

All instantaneous seismic attributes (amplitude, phase, 

frequency) can be used in interpretation. In practice, most 

interpreters use instantaneous amplitude, or some 

variations of an amplitude attribute, as their primary 

diagnostic tool. Amplitude is related to reflectivity, which 

in turn is related to subsurface impedance contrasts. Thus, 

amplitude attributes provide information about all the rock, 

fluid, and formation-pressure conditions. Instantaneous 

phase is useful for tracking reflection continuity and stratal 

surfaces across low-amplitude areas where it is difficult to 

see details of reflection waveform character. In general, 

instantaneous phase is the least used of the seismic 

attributes.  Instantaneous frequency sometimes aids in 

recognizing changes in bed thickness and bed spacing [17].  

Instantaneous phase  

Instantaneous phase is measured in degree (-π, π) it is 

independent of amplitude and shows continuity and 

discontinuity of event, also it shows clear bedding, it is best 

indicator of lateral continuity and useful to show sequence 

boundaries. Figure (15) illustrates the application 

Instantaneous phase attribute at the 2D seismic section, 

where distinguished the end of the continuity of reflective 

surfaces,  and  showing the cases of layer termination 

(onlap, downlap) represented by progradation high stand, 

add to that the fault was identified at the seismic section. 

 

Instantaneous Amplitude Sections 

This attribute is measured in time and primarily used to 

recognize regional characteristics such as structure, 

sequence boundaries, thickness and lithology variations. In 

some cases, mound, bright and dim spots phenomena. 

Figure (16) illustrates the application Instantaneous phase 

attribute at the 2D seismic section, where distinguished 

three mounds with low amplitude coincided with the three 

shelves margin of Yamama sequences, which represents 

hydrocarbon content.  

 

 
Fig.16: Shows Instantaneous amplitude attribute on the 2D seismic sections (composite). 
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Fig.17: Shows Instantaneous frequency attribute on 2D seismic section of the study area. 

 

Instantaneous Frequency Sections 

It is used for visualizing regional depositional patterns. 

Frequency tuning can indicate changes in bed thickness. 

The results of the application of attribute assist to 

determine sites changes Instantaneous frequency and their 

relationship to changes in petrophysical qualities, is linked 

frequencies of low-lying areas to zones communities of 

hydrocarbon.Figure(17) shows a progradation pattern, also 

a matching is noted between area of low frequency and 

carbonate buildup which represent the accumulation of 

hydrocarbon.  

 

Mound  

Mound is a seismic reflection configuration interpreted as 

strata forming an elevation or prominence rising above the 

general level of the surrounding [8]. They indicate higher 

energy environments in the basin. 

It was Displayed many seismic attributes to explore the 

stratigraphic phenomena in the area like channel, mound, 

and unconformity. Figure (18) explains the mound by 

applied phase attribute photo gray on 2D seismic section. 

Note that the domes formed through transgressive system 

tract (TST), where it is deposit during some part of a 

relative sea level rise cycle can occur progradation and 

seismic reflection terminate of downlap toward basin. This 

leads to the accumulation of carbonate material in the shelf 

margin and be mound.          
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Fig.18: Shows mound on 2D seismic section applied by phase attribute photo Gray in the study area. 

 

 
Fig.19: Show the stratigraphy traps and the proposed wells by geological model 

 

Geological model 

Geophysical data are best interpreted in tight integration 

with the geological data. It is combine the most practical 

and effective geophysical data. 2D geological models are 

relate with petrophysical properties and 2D seismic section 

to match the geophysical field data. The structural, 

formational, and facies modelling software tools ensure 

that 2D geological models in the context of consistent 

stratigraphic, and topological framework in addition to 
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ensuring consistency between the geological models and 

geophysical data.  

Working with an extensive set of 2D, exploratory data 

analysis to data security and enhance interpretational 

insight.  Providing results in common 2D formats for the 

easy communication of ideas. All required link data that 

work on it to make the best image to the subsurface. Figure 

(19) shows the best image for geological model that is 

correspond with the interpreted seismic data in the 

previous figure (12). On the basis of the stratigraphic 

interpretation data we were able to identify two of the 

stratigraphic traps, which explain by A-Well in the 

sequence-2 of Yamama Formation and B-Well in the 

Sequence-3 of Yamama Formation. Which is considered 

promising hydrocarbon traps. Figure(20) shows the 

phenomena that have been identified and probable traps at 

the base map of  2D seismic line. 

 

 
Fig.20: Shows the probable traps that determined from attribute and seismic reflection configuration.    

 

II. CONCLUSIONS AND 

RECOMMENDATIONS 

According to interpretation of 2D seismic data the 

following are major conclusions of this study:- 

1- The TWT, average velocity, depth maps of the 

studied area interpret the structural picture of East 

Razazza. The trending of structural noses was 

toward NW-SE, these noses are compatible with 

carbonate build up feature, which was identified 

in the region. Depth maps reveal that the 

minimum depth values are noticed at the west and 

gradually increases toward the east and northeast 

till the middle part of the study area where 

structural anomalies are observed. The deepening 

increases from west to northeast, which reflects 

the transition from the continental slope towards 

the basin. This is confirmed by the behavior of the 

TWT and average velocity maps. 

2- From studying the seismic section and applying 

the seismic attributes represented by 

instantaneous phase, Instantaneous amplitude and 

instantaneous frequency, discovered locations are 

considered as carbonate mound build up, which 

refers to hydrocarbon accumulation. 

3- Yamama Formation was interpreted as three 

depositional sequences representing the base 

which is an initial lowstand system tracts, 

remaining to top as carbonate package; it 

represents the highstand and transgressive 

systems tracts.Three depositional sequences are 

identified, which indicate three shelf margin 

platform due to sea level fall, configured 

highstand system tracts and terminated by 

lowstand system tracts, they are regarded 

promising reservoir.  

The geological model that was drawn is the final 

outcome of the research, where two stratigraphic 

traps are considered promising exploration targets 

figure (19). 
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We recommend to use three-dimensional surveys to obtain 

high resolution power to confirm the stratigraphic features 

on the time sections, study more wells surrounding the 

studied area and correlate many wells probes, also drilling 

exploration well on top of shelf margin, is area requires 

large scale depositional environmental study in order to 

recognize depositional facies, reservoir facies and site of 

hydrocarbon kitchen.  
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